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Minutes for the IEEE 802.11bn July – Sept 2024 MAC Ad Hoc Teleconferences
TGbn MAC Ad Hoc Chair Chairing:

Joengki Kim (Offino)
Monday July 29, 2024, 19:00 – 21:00 ET
1. The chair called the meeting to order at 19:02 ET.
1.1. The chair introduces himself and other 11bn MAC ad hoc chairs.
2. Chair’s reminder on meeting and patent policies.

2.1. The chair reminds attendees of the patent polices.
2.2. Chair called for essential patents, and none was indicated.

2.3. The chair reminded attendees that participation is on an individual basis.

2.4. The chair reminded attendees of IEEE meeting and copy right policies.
2.5. Chair’s reminder on recording attendance through IMAT

3. Recorded attendance through IMAT

3.1. To be added

4. The agenda is 11-24/1340r2.

4.1. The chair reviews agenda

4.2. Announcement: 802.11bn chair announced that some contributions are deferred due to vacation plans of TG members; additional contributions may be presented if there is sufficient time. 
4.3. No discussions on the agenda

4.4. The agenda is approved by unanimous consent by all attendees.
5. Technical presentations

5.1. 11-24/862r0 Reliable Transmission in ML TWT for UHR, 
Jeongki Kim (Offino)

5.1.1. Comment: Did not understand the link specific TWT, in which AP sends a wakeup recommendation, good direction for discussion, but no need to limit to just TWT, it can used for any PS transition, which would be better. A: A mechanism is already defined in 11be, AP can reschedule TWT for ML, so we are leveraging that. 

5.1.2. There is no frame sent by non-AP STA to AP, is ACK the indication for the STA to switch PS state? Ideally two frames should be used. A: Either case is fine, not discussed in this contribution. 
5.1.3. Question: is this broadcast TWT, or individual TWT? A: individual TWT, can leverage existing 11be mechanisms. 
5.1.4. Question: In addition, if link 2 has mapped low latency traffic, shouldn’t it be transmitted on link 1 or Link 2 should stay awake? A: that is another option. 
5.1.5. Comment: The non-AP STA behavior is not supported in 11be. A: this is new behavior. Will discuss more offline. 
5.1.6. Comment: Confused about the use case, if link 1 is good enough for reliable control frame, why is it not good enough for low latency data? A: In this case, low latency traffic is mapped to link 2. Mapping to link 1 is another option, based on AP’s implementation. 

5.1.7. Comment: similar questions regarding use cases. 

5.1.8. Comment: if STA has low latency traffic, the STA should use default TID to Link mapping
5.2. 11-24/1191r0 TPC for Managing Cross-Link Interference in MLO, 
Mahmoud Hasabelnaby (Huawei)

5.2.1. Comment: slide 6, the isolation between links are the capabilities of the non-AP side, how can AP assign the power limitation to the non-AP? A: the information exchange is part of the multi-link setup process. Non-AP can accept or reject. We want to make transmit power control a part of the association process. The AP may also select a TP value that may align with coordination procedure.
5.2.2. Question: This proposal is not about switching between NSTR or STR? This a new mode of new operation. A: want to use STR as much as possible, by adjusting the transmit power levels. 
5.2.3. Question: Do you think that the adjustment may change dynamically during a session? A: following the same concept as frequency separation for STR, but if an interfering link is disabled, then we can expect the TPC constraint is no longer needed. 

5.2.4. Question: Given TPC, even STR can be achieved using a lower transmit power (TP), how can we be sure that the lower power STR performs better than full power NSTR? A: A STA chooses a min and max power value, which all satisfies its operation requirements. Also for IoT devices, it may improve latency using STR. No solution can solve all the issues. Comment: it is not obvious that how the STA can choose a value that will perform better for lower power STR than full power NSTR. For  IoT devices, not expecting they will operate with two full STR links but rather with EMLSR type of mode, can discuss more offline.
5.2.5. Comment: how to decide local power management values. A: Non-AP MLD sends min and max transmit power and sends to the AP, with values achieving the performance levels. 

5.2.6. Comment: This proposal will cause processing delay, similar to NSTR processing delay, why is this better? A: expect similar processing delay for both schemes. 
5.2.7. Question: slide 6, AP MLD checks frequency gap, how does AP do that? A: this happens during multi-link setup. 
5.2.8. Comment: The issue is really about achieve a SNR to achieve a certain MCS, choose a minimum value for TP is really not an optimum strategy beyond a point. A: The proposal works for moderate interference, not severe interference levels between links and will reduce delay. 

5.3. 11-24/625r0 Thoughts on low latency traffic transmission, 
Ryota Yamada (Sharp)
5.3.1. Comment: slide 6, this trigger frame will schedule different transmissions for different STAs at different times, what impact to the standards does this need? A: one trigger frame schedules a number of SPs, including starting times and times for the SPs. 
5.3.2. Question: what is the gap between these sub SPs for two group of STAs? Is that SIFS or longer? A: not considered details yet, but maybe SIFS. 

5.3.3. Question: if SIFS, if a previous group has failure, then a complicated procedure is needed to handle that; it is easier to have a trigger for each sub SPs. A: agree. Failed transmission will affect other transmissions. 

5.3.4. Question: all SPs within the same TXOP? A: Not the same TXOP.

5.3.5. Comment: See the value for motivation, easiest way achieve similar outcomes as described may be for non-TB PPDU, similar to C-TDMA. 

5.3.6. Comment: similar concerns if there is a failure in part of the procedures. 

5.3.7. Comment: this looks very similar to TWT, also have concern that this is not realistic. Rather using trigger frame, may use TWT instead. 

5.3.8. Comment: similar concern on failed transmission impacting later SPs. Also need to consider legacy STA impact, legacy STA cannot participate in the later sub SPs and cannot use backoff to access the channel. A: don’t think there is a backwards compatibility issue, since in this procedure, we are planning the same transmission duration. 

5.4. Chair inquires additional submissions that can be presented. 11-24/778 can be presented. 

5.5. 11-24/778 r0 Non-Colocated MLO Operation Issues, Mike Montmurro (Huawei)
5.5.1. Comment: slide 13, is this proposal something new like either high reliability or high throughput, how do you schedule the transmissions? A: We still use all the existing categories, still have 4 ACs, really depending on how to manage the distribution on transmissions of these APs. 
5.5.2. Question: if we can achieve synchronization for multiple non-colocated APs, would that require fiber connections make this work? A: no matter which architecture we have, we need to look at synchronization. We should look at different cases, like fiber, or network-based connections. We can look at two cases, in the first one we have good synchronization, in the second, we do not. 

5.5.3. Question: for simulation, what kind of connection is between APs? A: need to confirm, but think it is wired connections. 

5.5.4. Question: where do you think the context for the non-AP MLD will reside, or will different contexts located at different places? A: the Upper MAC is located as shown on slide 21, but there is just 1 LLC, the question is really where the MAC SAP is located. Not saying that this is the only solution, but there are issues to consider. 

5.5.5. Comment: good presentation of existing problems, will the AP also be servicing legacy traffic? A: yes, that should happen, but need to have a detailed look to ensure it works.  

5.5.6. Question: regarding synchronization, one with high synchronization, one with low synchronization, do you know how quickly the synchronization have to happen? A: this contribution raise the problems, need to study the details with the group. 

5.5.7. Question: do you have a mental target for scalability? A: 3 or 4 with high speed links between them. 

5.5.8. Question: Do you have any thoughts on authentication during association? A: similar to what you called SMD concept, but the question is really where the upper MAC is located. 

6. Chair calls for other business; none was indicated.

7. Adjourned at 20:59 ET.
Monday Aug 5, 2024, 19:00 – 21:00 ET

1. The chair called the meeting to order at 19:00 ET.
1.1. The chair introduces himself and other 11bn MAC ad hoc chairs.

2. Chair’s reminder on meeting and patent policies.

2.1. The chair reminds attendees of the patent polices.

2.2. Chair called for essential patents, and none was indicated.

2.3. The chair reminded attendees that participation is on an individual basis.

2.4. The chair reminded attendees of IEEE meeting and copy right policies.

2.5. Chair’s reminder on recording attendance through IMAT

3. Recorded attendance through IMAT

3.1. To be added

4. The agenda is 11-24/1340r5.

4.1. The chair reviews agenda

4.2. Announcement: none 

4.3. No discussions on the agenda

4.4. The agenda is approved by unanimous consent by all attendees.
5. Technical presentations
5.1. 11-24/833r0 Considerations for Low Latency Application Support in Next Generation WLANs, Peshal Nayak (Samsung)

5.1.1.  Question: TXOP control is already at AP side, anything new needed? A: nothing new, can leverage current TXOP control. 
5.1.2. Question: EDCA parameters setup, is that related for specifc traffic or for STAs? A: Not expecting to be a blanket one for a STA, likely tied to traffic. 

5.1.3. Question: agrees with the general direction, for OBSS case, what would be the impact, for example for legacy STAs, for uncoordinated networks? A: For uncoordinated networks, it will be open competition for different OBSS; the solution would be tricky. 

5.1.4. Q: Any idea how aggressive EDCA parameters must be to achieve the gain? A: depending on the devices and its applications; hard to make a recommendation now. The proposal is targeting for gaming type of applications, most of it fits in the AC best effort, but needs an extra boost. Hence an enhancement could be beneficial. But this is entirely controlled by the AP. 

5.1.5. Q: Enhanced EDCA operation is likely working better with defer signal, aggressive EDCA may not solve all the issues, and TXOP limit may not be needed. A: even if a defer signal is sent, channel is still open for contention, may not just compete against voice and video, that is the scenario that we are trying to address, so some TXOP limit is still needed. 

5.1.6. Q: Proposal is similar to EPCS, for this proposal, AP needs to assign special EDCA parameters, do you want to do this individually? A: EPCS is an MLD level feature, this proposal is not trying to copy that, not on the device level. 

5.1.7. Comment: for TXOP limiting, that is for all STAs including legacy, have concerns about that causing congestion. A bit sceptical since more aggressive EDCA may cause more collision.

5.1.8. Q: For AP to share the EDCA parameters to the STA, the STA setting up a LL category, is that a new AC? A: Not defining a new AC, making the AC a bit more aggressive. 

5.1.9. Q: is there internal contention from different queues? A: not expecting too much since gaming is the bulk of the traffic from the device.

5.1.10. Q: is this only for Best Effort AC related to gaming? A: yes. Comment: in that case, it may be better to make it clear since the term Low Latency may cause confusion and it may include many other type of low latency traffic. 

5.2. 11-24/1101r0 Discussion on bounded delay in Industrial Scenarios–follow up,
Yue Xu (Huawei)

5.2.1. Q: for slide 4, slide 5, didn’t include TXS mechanisms, what is the difference? A: not familiar with the features, can discuss offline

5.2.2. Q: the mode is essentially to choose between trigger based or EDCA based, it is already there in the spec. A: will check and respond.

5.2.3. Comment: proposal already supported in current spec. A: this is different than rTWT. 
5.3. 11-24/679r0 Thoughts on Functionality and Security Architecture for UHR Seamless Roaming, Thomas Derham (Broadcom)
5.3.1. Deferred, presenter not present

5.4. 11-24/830r1 Improve roaming between MLDs follow up,

Po Kai Huang (Intel)
5.4.1. Comment: on slide 9, can use any frames, but in implementations some frames are not good candidates. A: can discuss which frames are better; high level protocols should be the same.
5.4.2. Q: slide 7, proposal for request/response frames, is the assumptions that the links are already setup with target MLD? A: we view it as an optional step; it can be piggybagged to proposed frame exchanges as well or setup beforehand. 

5.4.3. Q: roaming may be rejected if link setup request cannot be accommodated. A: can do that depending on the implementation to avoid ping-pong effect.

5.4.4. Q: what is the signaling for delivering the context? A: just high level protocol, may not need to define the frame format for each exact context. If really defining frame format, likely it will be reference model design. 

5.4.5. Q: If format is not defined, there may be inter-operability issue with MLDs from different AP vendors. A: understand the issue. The SP doesn't touch that part. 

5.4.6. Q: slide 4, for bullet point 2, most BA parameters are static and can be transferred through DS before, this will not increase much overhead. A: SP just concerns which context to transfer, not timing. 
5.4.7.  Q: slide 5, based on the passed motion, data transfer beforehand may take time. A: can discuss design of data forwarding properly, cannot assume all APs can finish data transfer beforehand.

5.4.8. Q: Context transfer is important and should be expanded a bit to include context such as TID-to-link mapping or EPCS, but that requires two way communications. A: not excluding other context, just emphasis data transfer is the most important one. Assuming that there is a secure channel between APs, so it would be bi-directional. 

5.4.9. Q: generally agree with the proposal; but links set up should be done first, and switching is another operation afterwards. A: can discuss that, but this SP does allow that. If there is sufficient time, can do links setup beforehand, otherwise, switching can be one step.

5.4.10. Comment: if want to minimize downlink data latency, should notify DS after request/response frame exchange. A: can discuss offline to harmonize. 
5.4.11. Q: data transfer, if we have BA information, but no data, then what is the step? A: For new data, all data comes from DS, for old data, there should be a transient period for the data to arrive. 

5.5. 11-24/881r0 Improving Stability during Roaming Process

Tuncer Baykas (Offino)
5.5.1. Q: slide 4, when does DS mapping happen at the controller? A: after the roaming response is received. 
5.5.2. Q: if roaming is cancelled, then the DS will re-route to the old AP, it seems that it will require another roaming process. A: can discuss more offline. 

5.5.3. Q: Troubled by the use case, if the goal is to get roaming down to just a few milliseconds, when do we expect RSSI level to go down and up again? A: Do not have the data now, but am considering the case where blocking is happening, RSSI can change rapidly. 

5.5.4. Comment: in that case, can roam to a target AP, and if the target AP disappears, then roam to another target AP, which can be the initial AP. 

5.6. 11-24/934r1 Some thoughts on data plane for seamless roaming

Jay Yang (ZTE)
5.6.1. Q: it seems that you like the Virtual BSS solution, this is not a highly scalable solution? A: this is just an implementation, for a special market for the VBSS solutions. For a residential deployment, for example.  

8. Chair calls for other business; none was indicated.

9. Adjourned at 20:59 ET.
Thursday Aug 8, 2024, 10:00 – 12:00 ET

1. The chair called the meeting to order at 10:00 ET.
1.1. The chair introduces himself and other 11bn MAC ad hoc chairs.

2. Chair’s reminder on meeting and patent policies.

2.1. The chair reminds attendees of the patent polices.

2.2. Chair called for essential patents, and none was indicated.

2.3. The chair reminded attendees that participation is on an individual basis.

2.4. The chair reminded attendees of IEEE meeting and copy right policies.

2.5. Chair’s reminder on recording attendance through IMAT

3. Recorded attendance through IMAT

3.1. To be added

4. The agenda is 11-24/1340r6.

4.1. The chair reviews agenda

4.2. Announcement: none 

4.3. No discussions on the agenda

4.4. The agenda is approved by unanimous consent by all attendees.
5. Technical presentations
5.1. 11-24/934r1 Some thoughts on data plane for seamless roaming

Jay Yang (ZTE)
5.1.1.  Comment that context transfer does not need interface definition. FT over the DS didn’t need frame definition. A: AP to AP interop issues need to be addressed. Can further discuss.
5.1.2.  Comment that no interface was defined for FT, only requirements. Protocols may be different depending on architectures. Only examples were provided for FT in 802.11r. 
5.2. 11-24/1057r0 Thoughts on Roaming for 11bn


Kyosuke Inoue (Sharp)

5.2.1. Comment that agrees with the conclusion, but have different opinions regarding details. 
5.2.2. Comment that this analysis is only for between AP and STA, the proposal of using the same framework for multi-AP operation and roaming is regarding control plane information exchanges, not on the data plane. A: can discuss offline.
5.2.3. Comment that this is not multi-TRP. More discussion offline.

5.2.4. Comment regarding the conclusion may not be correct since only transmission phase is analyzed, multi-AP operation needs set up and coordination, common framework is an ambiguous term. 
5.2.5. Comment: in slide 8, how to get the same DL PPDU for JT? A: PPDU from AP1 is the same as the AP2. 

5.2.6. Comment: conclusion makes sense, analysis does not make sense, conclusion may be a bit early. 
5.3. 11-24/1086r0 Data forwarding for seamless roaming


Ryuichi Hirata (Sony)
5.3.1. Comment that on slide 6, not sure there is a suspension period where the red arrow is, in this period, urgent data can be sent to the target AP. 
5.3.2. Comment that MLMR requires some coordination and some of the requirements may not be realistic. 

5.3.3. Comment for slide 6, if non-AP MLD only has one link, it will introduce large delay for the UL. 

5.3.4. Comment for data forwarding, we have not decided on PTK sharing; A: negotiation is needed if PTK is needed; can discuss more offline.

5.3.5. Q: if selection for data forward is done, what is the criteria for selection? A: have a few ideas; can discuss offline.

5.3.6. Comment that has similar concerns regarding PTK sharing. 

5.3.7. Comment that some application requires lossless transition, but sometimes backhaul limitation may be there and cannot always ask all data to be forwarded. 
5.4. 11-24/1075r1 MAP Coordination Follow Up


Jay Yang (ZTE)
5.4.1. Comment that case 6 is very challenging and probably should not be aimed for. Often APs can be within the same administrative domain, and when the channels overlap, it often can be 40 or 80 MHz, so should not force the APs to use HT duplicate. 

5.4.2. Comment that the proposal is complex; have coordination for APs sharing the same primary channel may be easier. A: HT duplication is the only way for discovery and coordination if AP doesn’t want to switch primary channel. 

5.4.3. Comment that agrees with different primary channel settings

5.4.4. Question regarding slide 9, two options, why is option 2 more complex than option 1? A: option 2 needs to have one AP switch to another AP’s primary channel and switch back, so more complex. 

5.4.5. Which options do you prefer for slide 9? A: option 1. 

5.5. 11-24/1092r0 Multi-AP Coordinated Concurrent Transmission Protocol
Kosuke Aio (Sony)
5.5.1. Q: What is the orthogonality assumption for slide 9 for the concurrent transmissions? A: The proposal is to increase the throughput, so there is no perfect orthogonality assumed.
5.5.2. Q: does the concurrent transmission require synchronization, it doesn’t really need synchronization? A: most APs can synchronize using frames. 

5.5.3. Q: for slide 7, for NDPA to be able to trigger the feedback from both BSS’, the APs need to expose their association, this could be a privacy concern. Also trigger can cause a lot of energy consumption, and should be protected; otherwise a hacker can attack using this. A: AP1 and AP2 need to at least share AID information. AP1 and AP2 do not need to share all the information. 

5.5.4. Q: Would AP1 and AP2 also need the MAC address of the associated STAs? A: yes
5.5.5.  Q: do you think the proposed scheme can be done opportunistically rather than always at negotiated time once the measurement is done? A: measurement happens more frequently for coordinated beamforming, though gain can be up to 50 dB, so tradeoff should be considered. Can discuss more offline. 
5.5.6. Q: Slide 13, BA is triggered, does this mean that the trigger information need to shared? A: not necessary; AP1 and AP2 will send different information, but AP1 and AP2 need to negotiate on resources used. 

5.5.7. Comment that on slide 13, it doesn’t have to be UL OFDMA, can also be UL-MIMO. A: yes, but 20 MHz channel is easier. 

5.5.8. Comment on slide 10, for example 1, sounding may happen every 10s or 100s of ms, what is the particular use case that the interference for BSS changes this quickly, BSS organization dynamically perhaps? A: in example 1, each measurement phase followed by negotiation phase. Minimum requirement for concurrent transmission is to mitigate interference. Sharing AP will request shared AP to mitigate interference. 
6. Chair calls for other business; none was indicated.

7. Adjourned at 11:56 ET.

Monday Aug 19, 2024, 19:00 – 21:00 ET

1. The chair called the meeting to order at 19:00 ET.
1.1. The chair introduces himself and other 11bn MAC ad hoc chairs.

2. Chair’s reminder on meeting and patent policies.

2.1. The chair reminds attendees of the patent polices.

2.2. Chair called for essential patents, and none was indicated.

2.3. The chair reminded attendees that participation is on an individual basis.

2.4. The chair reminded attendees of IEEE meeting and copy right policies.

2.5. Chair’s reminder on recording attendance through IMAT

3. Recorded attendance through IMAT

3.1. To be added

4. The agenda is 11-24/1340r9.

4.1. The chair reviews agenda

4.2. Announcement: none 

4.3. 11-24/874 is still waiting for additional feedback and will not run SP at this time and is deferred
4.4. The updated agenda is approved by unanimous consent by all attendees.
5. Technical presentations
5.1. 11-24/1145r1 Multi-AP Coordination for Low Latency Traffic Transmission, Jerome Gu (Clourney Semiconductor)

5.1.1.  Q: slide 6, what is the proposal for BA? A: It is AP3’s transmission to notify TXOP holder that it is done. 
5.1.2. Q: how does LL indication is done? A: add one bit, maybe in the MAC header
5.1.3. Q: CTS frames have to be the same with the current rule, introducing a bit will break that rule, any thoughts? A: Need to keep thinking in forward direction; can discuss further. 
5.1.4. Q: slide 4, both AP1 and AP2 can transmit traffic, in this case can AP1 and AP2 transmit with the same transmit power? A: can decide on rules for transmit power based on LL priority
5.1.5. C: AP needs to know LL priority from other APs, how AP decides based on the knowledge of LL traffic is implementation and is out of the scope of the spec. 
5.2. 11-24/1217r2 Multi-AP Coordination Setup Scheme, Kaiying Lu (Mediatek)
5.2.1. Q: agree with the concept of unified framework, slide 4, AID is an identifier given by AP to a non-AP STA, are you proposing to reuse AID for the APs? A: This AID is not given during association, but the values is in the AID12 space. 
5.2.2. Q: slide 5, the neighbor APs do they need to be aware of other AP groups that AP1 has setup? A: no. 

5.2.3. Q: what is the purpose of the group A: the group is independent of multi-AP operations. Can discuss further offline.

5.2.4. Q: what is the purpose of setting up a group, why is it not internal to the AP? A: one concern is shared AP ID collision.

5.2.5. C: No need to form a group, just have an AP assign an ID to another AP, and receiving AP can filter based on the ID and TA. A: Between different groups, there could be ID conflicts. 

5.2.6. Q: slide 5, MAP group of 4, another AP joining AP, then it will be assigned a new ID by all four Aps, it is a lot of overhead. There should be a master AP to manage the AID assignment. A: AP5 can send request to multiple Aps, AP1 will send response to negotiate, and AP4 may do the same, and the question is which group AP5 belongs to. AP5 can belong to multiple groups. 
5.2.7. Q: clarification on grouping, is that just book keeping from AP1 perspective, the IDs. A: basically book keeping, just locally

5.2.8. Q: does APs in the group communicate with each other? A: just between sharing AP and shared AP, shared AP do not communicate within the same TXOP. 

5.2.9. C: concerns among fairness since each AP has a different group and TXOP sharing fairness may be difficult.

5.2.10. Q: group management for the group, APs or environment may be changing and memberships may be changing. A: this is only setup, can work on further details.

5.2.11. Q: why do we need to avoid AID collision? A: This contribution is only based on passed motions, C-SR and C-BF.
5.2.12. C: each AP maintains its own group, the number of groups will be more. This is a reasonable way to go. 

5.3. 11-24/1220r0 A framework for Coordinated APs, Giovanni Chisci (Qualcomm)

5.3.1. Q: individual negotiation will that work for C-SR or CrTWT? A: depending on the environment. Distributed consensus is difficult. AP needs to pick parameters where there is least reject.
5.3.2. Q: What is the intention for Phase 2, slide 3, is that with neighboring APs or coordinating APs? A: Neighboring APs on the same channel.

5.3.3. Q: slide 8, for advertisement, beacon can also be used, another option can be C-AP advertisement. Beacon is periodic, is C-AP advertisement also periodic?  A: beacon can bloat, for others, can be transmitted at will. 
5.3.4. Q: how can an AP know another AP is a legitimate AP? A: good question, this is a light weight assumption on security and needs to be based on mutual benefits. If no benefits, then AP will stop M-AP operations.

5.3.5. Q: One clarification on slide 8, is this only for Phase 1 and 2 or all phases? A: in phase 1, capability advertisement will be there. Depending on which feature, but it is more for Phase 1 and 2. Trigger frames may be needed for C-TDMA.

5.3.6. Q: Phase 2, it is individual management frame, do you mean two APs have the same two feature, like C-SR, and for another feature, how many negotiation frames are needed, can negotiation be combined for both? A: it can be combined. 
5.3.7. Q: would public action frame replace beacon? A: depending on the scheme, if very little is needed, then maybe adding to beacon is ok.

5.4. 11-24/827r0 OBSS Interference Impact on CR-TWT and Enhanced Channel Access Rules, Qing Xia (Sony)

5.4.1.  Q: see some practical challenges, slide 6, in practice, it is grey area. A: will discuss offline
5.4.2. Q: How much complication will be there for interfering TWTs, if you have an idea how AP can tell a STA to ignore. A: AP1 can contact particular STAs and in addition AP to AP signaling. 

6. Chair calls for other business; none was indicated.

7. Adjourned at 20:59 ET.
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