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Modify as shown below:
· MBSS Peering Management framework

· Overview

The MBSS Peering Management framework supports all functions to establish, manage, and tear down peerings between mesh STAs. When dot11MeshSecurityActivated is true,  mesh STA shall manage mesh peering and Mesh TKSA for each peer mesh STA.

MBSS peering management functions shall be invoked after a candidate peering mesh STA is discovered via Candidate peer mesh STA discovery procedure in Error! Reference source not found..

One of the following protocols shall be invoked to establish the mesh peering with the candidate peer mesh STA:

· The Mesh Peering Management (MPM) protocol that establishes and manages the mesh peering between candidate peer mesh STAs. When dot11MeshSecurityActivated is false, the mesh STA shall execute the MPM protocol to manage their mesh peerings with peer mesh STAs. See Mesh Peering Management for MPM protocol details.

· The Authenticated Mesh Peering Exchange (AMPE) protocol that establishes and manages mesh peering and Mesh TKSA between candidate peer mesh STAs. When dot11MeshSecurityActivated is true, the mesh STA shall execute the AMPE protocol to manage their mesh peerings and the corresponding Mesh TKSAs with peer mesh STAs. See Authenticated Mesh Peering Exchange for AMPE handshake details.

Mesh STA shall use a Mesh Peering Instance Controller (Mesh Peering Instance Controller) to manage all mesh peering instances established or in the process of establishment or teardown with its peer mesh STAs and candidate peer mesh STAs.

Figure s49 (Logical flowchart of protocol interaction in Mesh Peering Management framework) demonstrates the logical flow of protocol interactions in the Peering Management framework.
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	· Logical flowchart of protocol interaction in Mesh Peering Management framework


The AMPE protocol requires the existence of a shared Mesh PMK security association (Mesh PMKSA) established between the two candidate mesh peer STAs. If via the discovery procedure, the mesh STA identifies an existing valid Mesh PMKSA it shares with the candidate peer mesh STA, the mesh STA shall initiate AMPE protocol directly to establish mesh peering and Mesh TKSA with the candidate peer mesh STA. If AMPE execution fails, the mesh STA shall use the mesh peering instance controller to handle the failure. The mesh STA shall continue with the candidate peer mesh STA discovery procedure.

If the shared Mesh PMKSA is not identified, the mesh STA shall execute an authentication protocol to mutually authenticate with the candidate peer mesh STA.

Mesh STAs shall support SAE authentication (see Error! Reference source not found. using a pre-shared secret with the candidate peer mesh STA.


The authentication protocol shall satisfy the following requirements:

· Using authentication credential(s) as required by the authentication protocol to achieve mutual authentication of the two mesh STAs

· Produce mutually shared Mesh PMKSA

· Achieve secrecy of the shared Mesh PMK

Upon successful completion of the authentication protocol, the mesh STA shall initiate AMPE protocol to establish mesh peering and Mesh TKSA with the candidate peer mesh STA using the newly established Mesh PMKSA. Upon failure of authentication, the mesh STA shall terminate the mesh peering establishment procedure with current candidate peer mesh STA, and the mesh STA shall continue with the candidate peer mesh STA discovery procedure.

Note1—If a vendor specific authentication protocol is enabled, the optional authentication protocol negotiation procedure in Figure s49 may result in the agreement of executing the vendor specific authentication. The details of the authentication protocol negotiation are out of the scope of this specification and are dependent on the vendor specific authentication protocol that it supports.

Note2—Vendor specific authentication protocol should satisfy the same requirements as the mandatory authentication protocol in order to ensure correct interaction with AMPE handshake.

The successful completion of AMPE establishes the mesh peering and Mesh TKSA with the peer mesh STA, and the mesh TK and MGTKs are installed. Then data traffic is allowed to flow on the mesh peering and protection on the data traffic is enabled. If the 802.1X ports are attached to 802.11 SME, the 802.1X uncontrolled port shall be closed to enable data traffic. Upon failure of AMPE, the mesh STA shall terminate the mesh peering establishment procedure with the current candidate peer mesh STA, and the mesh STA shall continue with the candidate peer mesh STA discovery procedure.

The candidate peer mesh STA discovery procedure may receive useful information from execution outcome from SAE, MPM, and AMPE to make candidate peer mesh STA discovery more effective.

· If SAE execution fails, depending on the reason of failure from SAE, the mesh STA may or may not discover the same candidate peer mesh again through the new candidate peer mesh STA procedure.

· If AMPE execution fails and the reason was the failure of mutual authentication using the shared mesh MPKSA, the mesh STA may discover the same candidate peer mesh STA in order to execute SAE authentication to establish a new Mesh PMKSA with the candidate peer mesh STA.

· If AMPE execution fails and the reason was the failure to reach agreement on some mesh peering related parameters, the mesh STA may discover the same candidate peer mesh STA in order to execute AMPE handshake again with a different parameter set for mesh peering negotiation.

· If AMPE execution fails due to retry failure or other internal reasons, the mesh STA may choose not to discover the same candidate peer mesh STA, but try to establish mesh peerings with other new candidate peer mesh STAs.

Details of decision making on what protocol to invoke with the same or different candidate peer mesh STA upon failure of SAE, MPM, or AMPE execution are beyond the scope of this specification.

After successful establishment of mesh peering and Mesh TKSA, the mesh STA may initiate Mesh Group Key Handshake (see Error! Reference source not found.) to update its MGTK to all of its peer mesh STAs.

· Mesh Peering Instance Controller

· Functions

The mesh STA shall maintain a Mesh Peering Instance Controller to manage mesh peering instances by MPM and AMPE.

The Mesh Peering Instance Controller shall support the following functions:

· Create and destroy MPM finite state machines and AMPE finite state machines

· Manage instance identifier and Mesh TKSA states for each mesh peering instance

· Pre-process the mesh peering instance identifier of the incoming mesh peering management frames and pass the frames to the corresponding protocol finite state machine with matching instance identifier

· Pass internal command to corresponding protocol finite state machine which has matching instance identifier

· Creating mesh peering instance and Mesh TKSA for a peer mesh STA

The mesh peering instance controller may generate a new protocol finite state machine after successful candidate peer mesh STA discovery and activate the new finite state machine to initiate the mesh peering establishment. If a Mesh PMKSA is established with the candidate peer mesh STA, the mesh peering instance controller shall generate an AMPE finite state machine.

Multiple mesh peering instances with the same candidate peer mesh STA may be initiated at any time. However, once a mesh peering is established successfully, all other mesh peering instances with the same peer mesh STA shall be closed properly. 

A new mesh peering instance may be started when the mesh STA already maintains a valid mesh peering with the same peer mesh STA, due to the change of some mesh peering parameter. Once the new mesh peering is established successfully, the previous valid mesh peering shall be closed properly.

NOTE—This may also happen when a peering is established temporarily to enable authentication that utilizes the mesh peering. Upon successful authentication, the AMPE protocol is executed to establish the mesh peering and Mesh TKSA with the same peer mesh STA. Once finishing the authentication, the temporary mesh peering for authentication should be closed properly.

When dot11MeshSecurityActivated is true, the mesh STA shall use AMPE handshake to establish the mesh peerings and Mesh TKSAs to enable data traffic and protection. The mesh STA shall use MPM to establish mesh peerings when dot11MeshSecurityActivated is false.
· Deleting mesh peering instances

To actively close a mesh peering instance, the Mesh Peering Instance Controller shall invoke a CNCL event in the mesh peering instance finite state machine. The CNCL event will trigger closing the mesh peering instance as well as the Mesh TKSA that is bound to the mesh peering.

The mesh peering instance closure may be triggered by receipt of a Mesh Peering Close frame from the peer mesh STA or candidate peer mesh STA. The Mesh Peering Close frame shall be passed to the corresponding mesh peering instance finite state machine for further processing.

When the mesh peering instance finite state machine transitions back to IDLE state, the tearing down of this mesh peering instance completes and the mesh peering instance controller shall destroy the corresponding finite state machine.

· Pre-processing Mesh Peering Management frames

Each mesh peering instance shall be identified by the mesh peering instance identifier. The MPM FSMs are identified by a set of data including localLinkID, peerLinkID, localMAC, and peerMAC. The AMPE FSMs are identified by the Chosen PMK from the Mesh Peering Management element, in addition to the data set for mesh peering instance identifier. 

The mesh STA shall pre-process the incoming mesh peering management frame. As the result, the mesh peering instance controller shall either discard the frame or pass it to the corresponding active mesh peering instance finite state machine for further processing.

If the Mesh Peering Protocol Identifier field in the Mesh Peering Management element indicates “Mesh Peering Management Protocol”, Mesh Peering Management element shall be pre-processed to identify the mesh peering instance. The Authenticated Mesh Peering element and MIC element, if present in the frame, shall be ignored.

The frame shall be silently discarded if the Mesh Peering Protocol Identifier field in the Mesh Peering Management element indicates  “Authenticated Mesh Peering Exchange” and Authenticated Mesh Peering Exchange or MIC element is not included in the frame.

If the frame contains a group address in TA or RA, it shall be silently discarded.

The instance identifier in the frame shall be processed next. The incoming mesh peering management frame belongs to an active mesh peering instance, if the mesh peering identifier in the incoming frame matches an existing active mesh peering instance. To match a mesh peering instance,

· If a mesh peering instance is identified by MAC addresses and Link IDs by both mesh STAs

· The sender’s MAC address shall be the same as the peerMAC of the mesh peering instance

· The receiver’s MAC address shall be the same as the localMAC of the mesh peering instance

· The value of Local Link ID field shall be the same as the peerLinkID of the mesh peering instance

· The value of Peer Link ID field (if exists) shall be the same as the localLinkID of the mesh peering instance

· If the matching fails, and there exists a mesh peering instance that is identified by only the localMAC and localLinkID, the incoming Mesh Peering Open frame or Mesh Peering Close frame with no value set to Peer Link ID field shall match this mesh peering instance and the peerMAC and peerLinkID of the mesh peering instance are set accordingly.

If the incoming mesh peering management frame is for AMPE (as specified in Mesh Peering Protocol Identifier field in the Mesh Peering Management element), the AMPE instance identifier shall be further processed. If the chosen PMK from the frame is different than the Chosen PMK that identifies the valid Mesh PMKSA that the mesh STA establishes with the candidate peer mesh STA, the incoming frame is a mismatch.

If the received chosen PMK is a match, the mesh peering instance controller shall further examine the nonces in the frame.

· If the matched mesh peering instance by MAC addresses and Link IDs has also peerNonce, the incoming frame is a match if 

· The value of Local Nonce field is same as the peerNonce of the mesh peering instance, and 

· The value of Peer Nonce field (if exists) is same as the localNonce of the mesh peering instance

· If the matched mesh peering instance by MAC addresses and Link IDs does not have peerNonce, the incoming Mesh Peering Open frame or the Mesh Peering Close frame with no value set to Peer Nonce field shall match this mesh peering instance. The peerNonce of the mesh peering instance is set accordingly.

The mismatched Mesh Peering Confirm frame or Mesh Peering Close frame shall be silently discarded.

The mesh peering instance controller treats the mismatched incoming Mesh Peering Open frame as a request to establish a new mesh peering, or a new mesh peering and a Mesh TKSA if the frame is for AMPE. 

When the mesh STA has established a Mesh PMKSA with the candidate peer mesh STA, the mesh peering instance controller shall silently discard the Mesh Peering Open frame in the following two conditions:

· The Mesh Peering Open frame supports Mesh Peering Management protocol and the negotiated active authentication is SAE, or

· The Mesh Peering Open frame supports AMPE but the mesh STA does not support the Mesh PMKSA as identified by the PMK in the Chosen PMK field in Mesh Peering Management element.

If the Mesh Peering Open frame is not discarded the mesh peering instance controller may generate a new protocol finite state machine and actively reject or accept the mesh peering open request. A unique Local Link ID shall be generated for the mesh peering instance. If the mesh peering instance is to be established by Authenticated Mesh Peering Exchange, a random local nonce shall be generated for identifying the mesh peering instance as well.

The mesh peering open request may be rejected due to an internal reason. If the mesh peering open request is rejected, the REQ_RJCT event shall be passed to the newly generated protocol finite state machine to actively reject the mesh peering open request.

NOTE— Example internal reasons to reject new mesh peering request could be the mesh STA has reached its capacity to set up more mesh peering, the mesh STA is configured to reject mesh peering request from another specific peer mesh STA.

When the mesh peering open request is accepted, the received Mesh Peering Open frame shall be passed to the newly generated mesh peering instance finite state machine to trigger further actions.

· Mesh Peering Management

· Overview

The Mesh Peering Management protocol is used to establish, maintain, and close mesh peerings between mesh STAs when security is not required.

Mesh STAs shall not transmit frames other than the ones used for candidate peer mesh STA discovery, Mesh Peering Management, and SAE to a neighboring mesh STA until a mesh peering has been established with the mesh STA.

After discovering a candidate peer mesh STA, the mesh STA may start the Mesh Peering Management protocol to establish a mesh peering with the candidate peer mesh STA. The SME controlling the mesh STA uses the Mesh Peering Instance Controller to manage mesh peering instances. A mesh peering instance is a logical entity that the mesh STA uses to handle a mesh peering or an attempt to establish a mesh peering. Its behavior is governed by a mesh peering management finite state machine defined in 11C.3.3 (Mesh Peering Management Finite State Machine

 (MPM FSM))
. The behavior of the Mesh Peering Instance Controller is defined in 11C.2.2 (Mesh Peering Instance Controller).

Each mesh peering instance is identified by a mesh peering instance identifier. The Mesh Peering Management Finite State Machine identifier is defined as <localMAC, peerMAC, localLinkID, peerLinkID>. localMAC is the MAC address of the mesh STA that is being used with this mesh peering instance. peerMAC is the MAC address of the peer mesh STA or the candidate peer mesh STA. localLinkID is an integer generated by the mesh STA. peerLinkID is an integer generated by the peer mesh STA or the candidate peer mesh STA. The localLinkID shall be unique among all existing link identifiers used by the mesh STA for its current Mesh Peering Management Finite State Machines. The mesh STA selects the localLinkID to provide high assurance that the same number has not been used to identify a recent Mesh Peering Management Finite State Machine. The peerLinkID shall be supplied by the peer mesh STA or candidate peer mesh STA in Mesh Peering Open and Confirm frames. The Mesh Peering Management Finite State Machine identifiers are transmitted via mesh peering management frames.

A mesh STA shall assign an AID to every peer mesh STA during the mesh peering establishment procedure. Mesh STAs shall assign AID values uniquely to each of the peer mesh STAs. AID 0 (zero) is reserved to indicate the presence of buffered groupcast MSDUs and MMPDUs.

The mesh STA shall maintain information about Mesh Peering Management Finite State Machine identifier and the respective policy as the states of the Mesh Peering Management Finite State Machine. The actual method for handling the states is outside the scope of this specification.

The mesh STA shall start the mesh peering management protocol in either of the following two cases. In the first case, the mesh STA passively listen to incoming Mesh Peering Open requests from a candidate peer mesh STA. In the second case, the mesh STA actively creates a mesh peering instance to establish a mesh peering with a candidate peer mesh STA.

A mesh peering instance ends when the mesh peering is closed. The mesh peering close can be caused by the mesh STA due to events outside the scope of this specification. The response to these events is outside the scope of this standard.

The MPM protocol uses mesh peering open frames, mesh peering confirm frames, and mesh peering close frames to establish, manage, and tear down a mesh peering.

A Mesh Peering Open frame requests that a mesh peering instance be established between the Mesh Peering Open sender and the receiver. Mesh Peering Open frames propose mesh parameters for the mesh peering instance. The mesh STA processes the received parameters. If it agrees with the parameters, the mesh STA sends a Mesh Peering Confirm frame in response to the Mesh Peering Open frame. If the mesh STA disagrees on the parameters or there is a failure due to other reasons, the mesh STA closes the mesh peering by sending a Mesh Peering Close frame.

The protocol succeeds in establishing a mesh peering when the following requirements are satisfied: 1) both mesh STAs have sent and received (and correctly processed) a Mesh Peering Open frame regarding this mesh peering; 2) both mesh STAs have sent and received (and correctly processed) a corresponding Mesh Peering Confirm frame regarding this mesh peering.

The mesh peering management protocol uses timers to control the protocol behavior. For each mesh peering instance, there are three timers: retryTimer, confirmTimer, and holdingTimer. The retryTimer controls the maximum time the mesh STA waits for a Mesh Peering Confirm frame responding to any Mesh Peering Open frame the mesh STA has sent for that mesh peering instance. The confirmTimer bounds the time that the mesh STA waits for a Mesh Peering Confirm frame from the candidate peer mesh STA after sending a Mesh Peering Open frame to the candidate peer mesh STA. The holdingTimer is used to provide a graceful closing period for a mesh peering instance.

The detailed protocol behavior is specified in mesh peering management finite state machine as specified in 11C.3.3 (Mesh Peering Management Finite State Machine

 (MPM FSM))
.

· Processing Mesh Peering Management frames

· Overview

Mesh peering management frames are Self Protected Action frames. When mesh peering management frames are used for MPM, protection on these frames is not enabled (see Error! Reference source not found.).

The construction of mesh peering management frames is specified in Mesh Peering Open frame contents, Mesh Peering Confirm frame contents, and Mesh Peering Close frame contents.

The mesh STA shall process Mesh Peering Protocol Identifier in the incoming mesh peering management frame using the Mesh Peering Instance Controller. Mesh Peering Management frames accepted by the Mesh Peering Instance Controller shall be passed to the corresponding mesh peering management state machine for further processing.

The MPM FSM shall classify the incoming mesh peering management frames to decide either accept, reject, or silently discard the frame.  Processing of mesh peering management frames is specified in 11C.3.2.1 (Overview

)
, 11C.3.2.2.2 (Processing Mesh Peering Open frames), 11C.3.2.3.2 (Processing Mesh Peering Confirm frames), and 11C.3.2.4.2 (Processing Mesh Peering Close frames). If the incoming frame is accepted or rejected, further actions shall be taken according to the mesh peering management finite state machine as specified in 11C.3.3 (Mesh Peering Management Finite State Machine

 (MPM FSM))
.

The mesh STA shall process the configuration parameters conveyed in the Mesh Peering Open and Mesh Peering Confirm frames in a mesh peering instance. Mesh STA shall verify that the parameters reported by the candidate peer mesh STA in the Mesh Peering Confirm frame match the parameter values the mesh STA has agreed to use for this mesh peering instance. In particular, the mesh STA shall verify the following fields or subfields. This verification is needed to satisfy the consistency property, i.e., to guarantee that mesh STAs agree on the configuration before establishing a mesh peering.

 The configuration includes the following elements:

· Mesh ID element

· Fields in Mesh Configuration element

· Active Path Selection Protocol Identifier field

· Active Path Selection Metric Identifier field

· Congestion Control Mode Identifier field

· Synchronization Protocol Identifier field

· Authentication Protocol Identifier field

· Mesh Capability field, including the following subfields

· Accepting Mesh Peerings

· MCCA Enabled

· Supported rates element, Extended Supported Rates element, HT Capability and HT Operation element if present

Mesh STAs shall verify that the same Mesh ID is used.

Mesh STAs shall verify that the same Path Selection Protocol, the same Path Selection Metric, the same Congestion Control Mode, and the Synchronization Protocol are used.

Mesh STAs shall verify that the same Authentication Protocol is used. If the agreed authentication protocol is SAE, the mesh STA shall verify that Mesh Peering Protocol Identifier in MPM element is set to “Authenticated Mesh Peering Exchange”, AMPE element and MIC element are present in the frame, and RSN element is present if it is a Mesh Peering Open frame or Mesh Peering Confirm frame. If the agreed authentication protocol is not SAE, the AMPE element and MIC element shall be ignored. The RSN element may be processed as may be the requirement by the agreed authentication protocol. 

Mesh STAs shall verify that the candidate peer mesh STA sets the Accepting Mesh Peerings subfield to 1.

The mesh STA shall verify that it supports MCCA services when the candidate peer mesh STA sets the MCCA Enabled subfield to 1.

Mesh STAs shall verify that the candidate peer mesh STA uses the same BSSBasicRateSet parameter. 

HT mesh STAs shall verify that the candidate peer mesh STA uses the same BSSBasicMCSSet parameter when the candidate mesh STA is a HT STA.

If any of the verifications fails, the received Mesh Peering Open frame or Mesh Peering Confirm frame shall be rejected and mesh peering establishment attempt shall be terminated. Further actions associated with closing a mesh peering instance is specified in 11C.3.3 (Mesh Peering Management Finite State Machine

 (MPM FSM))
.

When two HT mesh STA establish a mesh peering, and they support a common HT capability, the HT feature may be used for the mesh peering communication.

· Mesh Peering Open frames

· Mesh Peering Open frame contents

The Mesh Peering Open frame shall contain:

· In the Mesh Peering Management element, the Mesh Peering Protocol Identifier shall be set to 00-0F-AC:0 “Mesh Peering Management Protocol”.

· Mesh ID, which shall be set to the Mesh ID supported by the mesh STA’s mesh profile.

· Mesh Configuration

· Active Path Selection Protocol Identifier field shall be set to the value supported by the mesh STA’s mesh profile

· Active Path Selection Metric Identifier field shall be set to the value supported by the mesh STA’s mesh profile

· Congestion Control Mode Identifier shall be set to the value supported by the mesh STA's mesh profile. 

· Synchronization Protocol Identifier shall be set to the value supported by the mesh STA's mesh profile.

· Authentication Protocol Identifier shall be set to the value supported by the mesh STA's mesh profile.

· Mesh Capability field

· Accept Mesh Peerings field is set to 1

· MCCA Enabled field is set according to the mesh STA’s configuration

· Mesh Peering Management element shall contain the Local Link ID field. The Local Link ID field shall be set to the identifier generated to identify the current mesh peering instance.

· Other elements as defined in Error! Reference source not found. may be present and set to the value according to 10.3.73.1 MLME-MeshPeeringManagement.request.

· Processing Mesh Peering Open frames

The mesh STA shall first process the Mesh ID element and Mesh Configuration element as specified in Overview. 

The mesh STA shall reject the Mesh Peering Open frame if it contains an unacceptable or erroneous configuration parameter (see Overview) or the value of a configuration parameter (see Overview) is not the same as the value in either a Mesh Peering Open frame or a Mesh Peering Confirm frame received earlier for this mesh peering instance.

In other cases, the mesh STA may accept the Mesh Peering Open frame. When Mesh Peering Open frame is accepted, the mesh peering instance state shall be updated to include the Mesh Peering Protocol Identifier and other information from Mesh Peering Management  element. The mesh STA may also update the mesh peering state based on other parameters in the Mesh Peering Open frame.

· Mesh Peering Confirm frames

· Mesh Peering Confirm frame contents

The Mesh Peering Confirm frame shall contain:

· In the Mesh Peering Management element, the Mesh Peering Protocol Identifier shall be set to 00-0F-AC:0 “Mesh Peering Management Protocol”.

· Mesh ID element and Mesh Configuration element shall be set to the same value as in the received Mesh Peering Open frame. 

· Mesh Peering Management element shall contain the Local Link ID field and Peer Link ID field. The Local Link ID field shall be set according to the local state of localLinkID. The Peer Link ID field shall be set to the same value as received in the Mesh Peering Open frame by the candidate peer mesh STA.

· Other elements as defined in Error! Reference source not found. may be present and set to the value according to mesh STA’s parameter configuration.

· Processing Mesh Peering Confirm frames

The mesh STA shall silently discard the Mesh Peering Confirm frame if it contains a mismatched instance identifier.

The mesh STA shall reject the Mesh Peering Confirm frame if it contains an unacceptable or erroneous configuration parameter (see Overview) or the value of a configuration parameter (see Overview) is not the same as the value from a frame (either a Mesh Peering Open frame or a Mesh Peering Confirm frame) received earlier during the mesh peering instance establishment attempt.

In other cases, the mesh STA shall accept the Mesh Peering Confirm frame. The mesh peering state shall be updated to include the Mesh Peering Protocol Identifier and other information from Mesh Peering Management element. The mesh STA may also update the mesh peering state based on other parameters in the Mesh Peering Confirm frame.

· Mesh Peering Close frames

· Mesh Peering Close frame contents

The Mesh Peering Close frame shall contain:

· In the Mesh Peering Management element, the Mesh Peering Protocol Identifier shall be set to 00-0F-AC:0 “Mesh Peering Management Protocol”.

· Mesh ID shall be set to the same value as in the mesh STA’s mesh profile.

· Mesh Peering Management element shall contain the Local Link ID field, which shall be set according to the local state of localLinkID. If the mesh STA has local state of peerLinkID, the mesh STA shall include Peer Link ID field in the Mesh Peering Management element and the value shall be set according to the local state of peerLinkID.

· Reason Code shall be set to the value that specifies the reason to close the mesh peering instance. See Error! Reference source not found..

· Processing Mesh Peering Close frames

The mesh STA shall reject the Mesh Peering Close frame if the value in the Mesh ID element is not the same as the mesh STA’s mesh profile. Otherwise, the mesh STA shall accept the Mesh Peering Close frame.

· Mesh Peering Management Finite State Machine

· Events and Actions

The finite state machine uses two types of events: events for state machine controlling external events generated by frame processing, and events associated with internal timers.

The state machine controlling events are:

· CNCL(localLinkID, peerMAC, ReasonCode) — Used to instruct the mesh peering instance to cancel the mesh peering with the peer mesh STA. localLinkID identifies the MPM FSM for the corresponding mesh peering instance. peerMAC is the MAC address of the peer mesh entity. ReasonCode is used to inform the reason to cancel the mesh peering instance.

· ACTOPN(peerMAC, localLinkID) — The SME uses this event to create a new mesh peering instance to actively initiate the mesh peering establishment with the candidate peer mesh STA whose MAC address is peerMAC. localLinkID identifies the MPM FSM.

The events generated by frame processing are

· OPN_ACPT — PeeringOpen_Accept(peerMAC, peerLinkID) event indicates that a Mesh Peering Open frame meeting the correctness criteria of Mesh Peering Open frames has been received from peerMAC for the mesh peering instance identified by peerLinkID.

· OPN_RJCT — PeeringOpen_Reject(peerMAC, peerLinkID, Configuration, ReasonCode) event indicates that a Mesh Peering Open frame from peerMAC for the mesh peering instance identified by peerLinkID is rejected due to incomplete or erroneous configuration or other internal reasons. The ReasonCode can be set to MESH-CONFIGURATION-POLICY-VIOLATION.

· CNF_ACPT — PeeringConfirm_Accept(peerMAC, localLinkID, peerLinkID) event indicates that a Mesh Peering Confirm frame meeting the correctness criteria of Mesh Peering Confirm frames has been received from peerMAC for the mesh peering instance identified by localLinkID and peerLinkID.

· CNF_RJCT — PeeringConfirm_Reject(peerMAC, localLinkID, peerLinkID, ReasonCode) event indicates that a Mesh Peering Confirm frame from peerMAC for the mesh peering instance identified by localLinkID and peerLinkID is rejected due to incomplete or erroneous configuration. The ReasonCode is set to MESH-CONFIGURATION-POLICY-VIOLATION.

· CLS_ACPT — PeeringClose_Accept(peerMAC, localLinkID, peerLinkID, reasonCode) event indicates that a Mesh Peering Close frame meeting the correctness criteria of Mesh Peering Close frames has been received from peerMAC for the mesh peering instance identified by localLinkID and peerLinkID. The reasonCode specifies the reason that caused the generation of the Mesh Peering Close frame.

REQ_RJCT – PeeringRequest_Reject(peerMAC, peerLinkID, reasonCode) event indicates a special incidence that the mesh STA rejects the incoming Mesh Peering Open frame requesting to set up a new mesh peering due to internal reason. The incoming request is identified by the peerMAC and peerLinkID as received from the Mesh Peering Open frame. The reasonCode is set to PEER_LINK_CLOSED
· IDLE state

In the IDLE state the finite state machine shall be ready to establish a new mesh peering.

When ACTOPN event occurs, the mesh STA shall initiate the retryCounter to zero, and send a Mesh Peering Open frame to the candidate peer mesh STA whose address is peerMAC. The retryTimer shall be set according to retryTimeout. The finite state machine shall transition to OPN_SNT state.

When an OPN_ACPT event occurs, the mesh STA shall send the corresponding Mesh Peering Confirm frame to respond to the Mesh Peering Open frame. It shall also send a Mesh Peering Open frame to request a Mesh Peering Confirm frame from the candidate peer mesh STA. The retryTimer is set according to dot11MeshRetryTimeout value. The finite state machine shall transition to OPN_RCVD state.

When an REQ_RJCT event occurs, a Mesh Peering Close frame shall be sent to reject the mesh peering open request. The Reason Code the Mesh Peering Close frame shall be set to the same as the Reason Code in REQ_RJCT event. The finite state machine shall stay in the IDLE state.

All other events shall be ignored in this state.

· OPN_SNT state

In the OPN_SNT state, the mesh STA waits for a Mesh Peering Confirm frame. In this state, the retryTimer is set.

When a CNCL event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with Reason Code MESH-PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with Reason Code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall send the corresponding Mesh Peering Confirm frame to respond to the incoming Mesh Peering Open frame. The finite state machine shall transition to OPN_RCVD state.

NOTE—The retryTimer is still in effect after the state transition.

When an OPN_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with Reason Code specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CNF_ACPT event occurs, the mesh STA shall clear the retryTimer and shall set the confirmTimer according to the value of dot11MeshConfirmTimeout and the finite state machine shall transition to CNF_RCVD state.

When a CNF_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with Reason Code specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a TOR1 event occurs, the Mesh Peering Open frame shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. The finite state machine shall stay in the OPN_SNT state.

When a TOR2 event occurs, the mesh STA shall send a Mesh Peering Close frame with Reason Code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine shall transition to HOLDING state. 

All other events shall be ignored in this state.

· CNF_RCVD state

In the CNF_RCVD state, the mesh STA has received a Mesh Peering Confirm frame and is waiting for a Mesh Peering Open frame. 

When a CNCL event occurs, the mesh STA shall clear the confirmTimer, send a Mesh Peering Close frame with the Reason Code MESH-PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the confirmTimer, send a Mesh Peering Close frame with Reason Code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall clear the confirmTimer and shall send the corresponding Mesh Peering Confirm frame to respond to the incoming Mesh Peering Open frame. The finite state machine shall transition to ESTAB state.

When an OPN_RJCT event occurs, the mesh STA shall clear the confirmTimer, send a Mesh Peering Close frame with Reason Code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CNF_RJCT event occurs, the mesh STA shall clear the confirmTimer, send a Mesh Peering Close frame with Reason Code as specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When TOC event occurs, the mesh STA shall send a Mesh Peering Close frame with Reason Code MESH-CONFIRM-TIMEOUT and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

All other events shall be ignored in this state.

· OPN_RCVD state

In the OPN_RCVD state, the mesh STA has received a Mesh Peering Open frame and sent a Mesh Peering Open frame and the corresponding Mesh Peering Confirm frame. An incoming Mesh Peering Confirm is expected.

When a CNCL event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with Reason Code MESH-PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall resend the corresponding Mesh Peering Confirm frame. The finite state machine shall stay in the OPN_RCVD state.

When an OPN_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with Reason Code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CNF_ACPT event occurs, the retryTimer shall be cleared. The finite state machine shall transition to ESTAB state. 

When a CNF_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with Reason Code as specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a TOR1 event occurs, the Mesh Peering Open frame shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. The finite state machine shall stay in the OPN_RCVD state.

When a TOR2 event occurs, the mesh STA shall send a Mesh Peering Close frame with Reason Code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine shall transition to HOLDING state. 

All other events shall be ignored in this state.

· ESTAB state 

In the ESTAB state, mesh peering has been successfully established with the peer mesh STA. 

When a CNCL event occurs, the mesh STA shall send a Mesh Peering Close frame with Reason Code MESH-PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall send a Mesh Peering Close frame with Reason Code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall respond by resending the corresponding Mesh Peering Confirm frame. The finite state machine shall stay in the ESTAB state.

All other events shall be ignored in this state.

· Authenticated Mesh Peering Exchange

· Security Capabilities Selection

· Instance Pairwise Cipher Suite Selection

Pairwise cipher suite selectors WEP-40, WEP-104, and TKIP shall not be used as the pairwise cipher suite when dot11MeshSecurityActivated is true.

If the pairwise cipher suite has not been selected, mesh STAs shall attempt to reach the agreement on the pairwise cipher suite using the following procedure in four phases:

· The mesh STA shall announce the list of pairwise cipher suites it supports using an ordered list in the RSN element in the Mesh Peering Open frame. The first value in the list is the most preferred cipher suite by the mesh STA, and last value the least preferred.

· If the mesh STA receives a Mesh Peering Open frame from the candidate peer mesh STA, the mesh STA shall independently make decision on the selected pairwise cipher suite based on intersection of its own ordered list and the received ordered list. 

· If the intersection is empty, the pairwise cipher suite selection fails and failure Reason Code MESH-INVALID-SECURITY-CAPABILITY shall be generated and corresponding actions shall be taken according to Authenticated Mesh Peering Exchange Finite State Machine
· If the intersection is not empty and contains more than one value, the selected cipher suite shall be the entry in the intersection list most preferred by the mesh STA with the largest MAC address in the lexicographic ordering.

· If the mesh STA receives a Mesh Peering Confirm frame from the candidate peer mesh STA before receiving a Mesh Peering Open frame, the mesh STA shall verify that the mesh STA supports the chosen pairwise cipher suite by the candidate peer mesh STA. Otherwise, the selection fails and the failure Reason Code MESH-INVALID-SECURITY-CAPABILITY shall be generated. 
Furthermore, upon receiving a subsequent Mesh Peering Open frame, the mesh STA shall verify that the accepted selected pairwise cipher suite matches the chosen pairwise cipher suites as the result of phase 2). If they do not match, the selection fails and the failure Reason Code MESH-INVALID-SECURITY-CAPABILITY shall be generated. Otherwise, the pairwise cipher suite selection succeeds, and the mesh STA shall proceed to phase 4). 

· Upon the successful pairwise cipher suite selection, if generating the Mesh Peering Confirm frame, the mesh STA shall set the Selected Pairwise Cipher Suite to the cipher suite selector of the selected pairwise cipher suite.

· Group Cipher Suite Selection

Group cipher suite selectors WEP-40, WEP-104, and TKIP shall not be used as the group cipher suite when dot11MeshSecurityActivated is true.

The mesh STA shall not use a different group cipher suite than the one used by the peer mesh STA or candidate peer mesh STA in the same MBSS. In other words, the group cipher suite selection should be the same for every mesh STA in the same MBSS.

The mesh STAs shall announce the group cipher suite used for its own broadcast protection in the Mesh Peering Open Action frame. The mesh STA shall verify whether it supports the group cipher suite announced by the candidate peer mesh STA in the Mesh Peering Open frame. If the cipher suite is supported, the selection succeeds. Furthermore the group cipher suite received in the Mesh Peering Confirm frame shall be supported by the mesh STA as well. If the group cipher suite selection fails, the Reason Code MESH-INVALID-SECURITY-CAPABILITY shall be generated.

· MGTK Distribution

The mesh STA shall distribute the MGTK to the peer mesh STA using the Mesh Peering Open frame during the Authenticated Mesh Peering Exchange. Upon successful completion of AMPE, each mesh STA shall establish states for the peer mesh STA’s mesh GTKSA. The GTKdata subfield in the Authenticated Mesh Peering Exchange element shall contain the MGTK concatenated by the Key RSC and the GTKExpirationTime (as indicated in section Error! Reference source not found.).

· Mesh Peering Management frames for Authenticated Mesh Peering Exchange

· Mesh Peering Open frame contents for Authenticated Mesh Peering Exchange

A mesh STA initiates the establishment of a mesh peering and Mesh TKSA with a candidate peer mesh STA by sending a Mesh Peering Open frame to the candidate peer mesh STA. In addition to contents for establishing a mesh peering as specified in Mesh Peering Open frame contents, the Mesh Peering Open frame shall contain the following:

· In the Mesh Peering Management element, the Mesh Peering Protocol Identifier shall be set to 00-0F-AC:1 “Authenticated Mesh Peering Exchange Protocol”. The Chosen PMK field shall be set to PMK that identifies the Mesh PMKSA the mesh STA established with the candidate peer mesh STA.
· In the RSN element

· The Group Cipher Suite field shall be set to the cipher suite selector that the mesh STA uses for protecting its group addressed traffic.

· The Pairwise Cipher Suite Count field shall be set to the number of cipher suite selectors in the Pairwise Cipher Suite list field.

· The Pairwise Cipher Suite List field shall contain a series of cipher suite selectors that indicate the pairwise cipher suites that the mesh STA could support for protecting individually addressed traffic. The list is ordered by the priority decided by the mesh STA (see Security Capabilities Selection). 

· In the Authenticated Mesh Peering Exchange element

· The Selected Pairwise Cipher Suite field shall be set to the first cipher suite selector in the Pairwise Cipher Suite List field in RSN element.

· 
· The Local Nonce field shall be set to the localNonce value generated by the mesh STA for identifying the current mesh peering instance.

· The Peer Nonce field shall be set to 0.

· The GTKdata field shall be present and shall contain the data for the mesh STA’s MGTK. The components of the GTKdata are specified in MGTK Distribution.

The Mesh Peering Open frame shall be protected using AES-SIV as specified in Error! Reference source not found.
· Processing Mesh Peering Open frames for Authenticated Mesh Peering Exchange

On receiving a Mesh Peering Open frame, the mesh STA shall verify the received frame. If AES-SIV returns the symbol “FAIL” the OPN_RJCT event shall be invoked to the corresponding Authenticated Mesh Peering Exchange finite state machine and the Reason Code “MESH-INVALID-GTK” is generated. Otherwise processing continues
.

The received frame shall be rejected if the security capability selection fails (see Security Capabilities Selection). The OPN_RJCT event shall be invoked to the corresponding Authenticated Mesh Peering Exchange finite state machine.

The peer mesh STA’s MGTK extracted from the Mesh Peering Open frame shall be added to the Receive MGTK SA in which the peer’s MAC address equals the MGTK Source mesh STA MAC address.

If all operations succeed, the mesh STA shall proceed to process the Mesh Peering Open frame on basic parameters as specified in Overview and Mesh Peering Open frames.

· Processing Mesh Peering Confirm Action frames

On receiving a Mesh Peering Confirm frame, the mesh STA shall verify the received frame. The received frame shall be discarded if AES-SIV returns the symbol “FAIL”.

If AES-SIV returns plaintext, the following operations shall be performed in order:

· The Selected Pairwise Cipher Suite is checked. If the security capability selection has been done and the received value from Selected Pairwise Cipher Suite field is not the same as the agreed pairwise cipher suite, the mesh STA shall reject the received frame and the CNF_RJCT event is invoked to the corresponding Authenticated Mesh Peering Exchange finite state machine with the failure Reason Code MESH-INVALID-SECURITY-CAPABILITY.

· The Group Cipher Suite is checked. If the received group cipher suite is not supported by the mesh STA, the mesh STA shall reject the received Mesh Peering Confirm frame and the CNF_RJCT event is invoked to the corresponding Authenticated Mesh Peering Exchange finite state machine with the failure Reason Code MESH-INVALID-SECURITY-CAPABILITY.

If none of the cases is true, the mesh STA shall proceed to process the Mesh Peering Confirm Action frame on basic parameters as specified in Overview and Mesh Peering Confirm frames.

· Mesh Peering Close frame content for Authenticated Mesh Peering Exchange

When sending a Mesh Peering Close frame, the mesh STA shall generate the following information for Authenticated Mesh Peering Exchange, in addition to contents for closing a mesh peering as specified in 11C.3.2.4.1(Mesh Peering Close frame contents):
· In the Mesh Peering Management element, the Mesh Peering Protocol Identifier shall be set to 00-0F-AC:1 “Authenticated Mesh Peering Exchange Protocol”. The Chosen PMK field shall be set to the same value as sent in the Mesh Peering Open frame.
· In the Authenticated Mesh Peering Exchange element

· The Selected Pairwise Cipher Suite field shall be set to the same value as sent in the Mesh Peering Open frame.

NOTE—If the reason for sending the Mesh Peering Close is the pairwise cipher suite selection failure, the information in this field is used to inform the candidate peer mesh STA what was announced by the mesh STA for the mesh peering instance.

· 
· The Local Nonce field shall be set to the same value as sent in the Mesh Peering Open frame.

· The Peer Nonce field shall be set to the same value as received in the Local Nonce field of the Authenticated Mesh Peering Exchange of the incoming Mesh Peering Management frame from the candidate peer mesh STA.

The Mesh Peering Close frame shall be protected using AES-SIV as specified in Error! Reference source not found.
· Authenticated Mesh Peering Exchange Finite State Machine

· Additional Events and Actions to Mesh Peering Management FSM

All events for rejecting or ignoring received Action frames shall report the corresponding Reason Code related to Authenticated Mesh Peering Exchange functions as described in Mesh Peering.

· Mesh Group Key Inform frame construction and processing

Mesh Group Key Inform Action frame shall be constructed as the following: 

· AMPE element shall be set as the following

· The Selected Pairwise Cipher Suite field shall be left blank.

· The Local Nonce field shall be set to the same value as sent in the Mesh Peering Open frame that established the mesh peering instance.

· The Peer Nonce field shall be set to the same value as received in the localNonce field of the Authenticated Mesh Peering Exchange of the incoming Mesh Open frame that established the peering instance.

· The Key Replay Counter shall be set to the mesh STA’s local replay counter value, incremented by 1, for the mesh peering. After setting this field, the local replay counter shall also be incremented by 1.

· The GTKdata field shall be present and shall contain the data for the MGTK from MGTK source. The components of the GTKdata are specified in MGTK Distribution.

· MIC element shall be set according to the protection mechanism in Error! Reference source not found..

The construction of AES-SIV protection on Mesh Group Key Inform frame shall use the construction procedure as in Error! Reference source not found..

The MGTK source sends the Mesh Group Key Inform frame to the MGTK recipient.

On reception of Mesh Group Key Inform frame, the MGTK recipient shall use the procedure in Error! Reference source not found. to validate the AES-SIV construction.

· If the validation recovers the plaintext successfully, the MGTK recipient shall proceed with the following procedure

· Verify that values in local Nonce field and peer Nonce field are the same as in the current valid Mesh TKSA that the MGTK recipient established with the sender of the Mesh Group Key Inform frame. If there is any mismatch, the received Mesh Group Key Inform frame shall be discarded and no further action shall be taken.

· Verify that the Key Replay Counter has not yet been seen before, i.e., its value is strictly larger than that in any other mesh Group Key Inform frame received thus far during this security association. If this verification fails, the received Mesh Group Key Inform frame shall be discarded and no further action shall be taken.


· Use the MLME-SETKEYS.request primitive to configure the temporal MGTK into its IEEE 802.11 MAC

· Respond by constructing and sending Mesh Group Key Handshake Acknowledge to the MGTK source and incrementing the replay counter.

NOTE—The MGTK source must increment and use a new Key Replay Counter field value on every Mesh Group Key Inform Action frame, even retries, because the Mesh Group Key Acknowledge responding to an earlier Mesh Group Key Inform frame may have been lost. If the MGTK source did not increment the replay counter, the MGTK receiver will discard the retry, and no responding Mesh Group Key Acknowledge frame will ever arrive.

· If the AES-SIV validation returns a special symbol “FAIL”, the Mesh Group Key Inform frame shall be discarded. No further action shall be taken.

· Mesh Group Key implementation considerations

If the MGTK source does not receive a Mesh Group Key Acknowledge frame to its Mesh Group Key Inform frames, it shall attempt dot11MeshConfigGroupUpdateCount transmits of the Mesh Group Key Inform frame, plus a final timeout. The first retransmit timeout value shall be equal to the beacon period of the MGTK recipient. All subsequent timeouts shall be equal to the DTIM beacon period of the MGTK recipient. If it still has not received a response after this, then the MGTK source shall tear down the mesh peering and Mesh TKSA with this MGTK recipient, by generating a CNCL event for the peering instance and pass the event to the mesh peering instance controller.




Abstract





This submission suggests corrections to mesh peering management text 11C.2 MBSS peering management framework, 11C.3  Mesh Peering Management, 11C.4 Authenticated Mesh Peering Exchange, 11C.5 Mesh Group Key Handshake clauses of IEEE 802.11s 4.0 draft. 





It also suggests resolutions to CIDs 2322, 2391, 2324, 2479, 2480, 2648, 2649, 2650, 2651, 2652, 2653, 2654, 2655, 2656, 2657, 2659, 2660, 2661, 2665, 2670 and 2674.











�Would it make sense to make it optional, i.e., mesh STA may not choose to send any reply?


�The reason code does not sound ok as this is not an invalid GTK failure. CID2271. What about Reason Code 14 (MIC failure) or may be define a new similar Reason Code for this.


�Would it make sense to optionally generate ‘MESH-INVALID-SECURITY-CAPABILITY’ reply?


�Does it make sense to have  modulo comparision on Key Replay Counter to take care of Key  wrap?


�How Key Replay counter is initialized at receiver and transmitter?
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