May 2009

doc.: IEEE 802.11-09/0644r0

IEEE P802.11
Wireless LANs

	Montreal, Quebec, Canada Session Minutes

	Date:  2009-05-12

	Author(s):

	Name
	Affiliation
	Address
	Phone
	email

	Ganesh Venkatesan
	Intel Corporation
	2111NE 25th Ave, Hillsboro, OR 97124
	503 334 6720
	ganesh.venkatesan@intel.com

	
	
	
	
	



Tuesday AM2 Agenda

· Administrivia
· Vice Chair election
· Approvals
· Draft 0.01 TG-level Review kickoff
· OBSS simulation/results
 

The meeting was called to order at 10:30 Hrs EDT

The chair walked TG members through the IEEE Patent Policy slide set

Questions on IEEE Patent Policy -- none

Knowledge of Essential Patents/holders of Essential Patents -- none

 

Vice Chair Election:

Candidates so far -- Alex Ashley (NDS)

Any new candidates -- no new candidates

 

Alex Ashley is elected unanimously as TGaa Vice chair.

 

Approvals

 

a. Vancouver March 2009 minutes

Motion-1

Move to approve TGaa Vancouver Session Minutes (in document 09/0371r0).

Moved: Sudheer Grandhi (Interdigital)

Second: Liwen Chu (STMicro)

Vote: Unanimously

a. Vancouver March 2009 ad hoc meeting minutes

The chair highlighted updates to  the ad hoc minutes. The statement on consensus was removed. As a result this document will be considered for approval at a later time.

 

I believe that Graham and I agreed that a length of 7-8 occurs in a small number of important cases, particularly with 40Mhz channels and sensitive APs. It might be good to record this as an agreed consensus
 

a. Teleconference  minutes

Motion-3

Move to approve Mar-May '09 Teleconference Minutes (in document 09/0425r1).

Moved: Liwen Chu (STMicro)

Second: Alex Ashley (NDS)

Vote: Unanimously

 

Draft D0.01 TG-level Review Kickoff 

The chair re-iterated the availability of Draft 0.01 and requested TG members to review and provide comments.

 

Document 08/474r0 -- recap, 09/483r1

 

a. What is the MSDU size?  7*188, less than 1500 byte MTU.

b. What is the channel used in each BSS? Attenuation is from a research paper (listed in references slide)  and channel model is free space path loss.

c. OBSS -- OBSS can overlap to cause interference but may not be close enough to have reliable communication across the BSSs.

d. Video uses a lot of airtime -- are there thresholds after which video is impossible?  can error resilience built into the CODEC/application layer help?

i. Low bit rate videos are not an issue -- enough bandwidth

ii. 11v presentation on thresholds -- depends on EDCA/HCCA, which band

a. Using 11g without aggregation -- results in 40% overhead.  May improve with aggregation.

b. Is the conclusion "don't bother with scheduled access"? Both scheduled access and EDCA have problems but scheduled access suffers more in OBSS

c. How to avoid collisions due to STAs from OBSS transmitting? Is this PSMP or U-PSMP?

 

Document 09/528r1 -- More Reliable Multicast/Broadcast results

 

Uses TGaa MRMB (block ACKs). This results of this comparison should not be confused with that of the OBSS simulation results (which does not use aggregation. 

 

Document 09/426r2 -- Considerations for Statistical Multiplexing Support for OBSS 
 

a. How can a device like TV provide statistics on potential load – based on what it is going to stream? For instance playing DVD, so my mean is 0.0625, stddev is 0.0125 (from 09/497r2 slide-12)? What happens with live video – based on known characteristics of CODEC? Alex has some information (and some background) on how estimating these are hard, if not impossible.

b. In your example video streams (496r2), are they real video streams?

c. Could you redo the histograms in slide-9 as a Q-Q plot (I do not know much about this). Supposed helpful in understanding how normal the distribution is.

d. Could we use medium time instead of Mean/StdDev in QLoad element? – Liwen says that this is what is used in MCCA. By  the way he is an MCCA expert and will present to us in San Francisco.


The meeting ended at 12:30 Hrs EDT. TG recessed till PM1

 

Tuesday AM2 Agenda

· Administrivia
· Considerations for OBSS Sharing Using QLoad element
 

Meeting called to order

Knowledge of Essential Patents/holders of Essential Patents -- none

 

Tgaa meetings for Wednesday PM1 and Thursday AM2 were cancelled due to lack of agenda topics

 

Document 09/497r2 --  Considerations for OBSS Sharing Using QLoad element

 

a. How does QLoad contend with data loads? How about an OBSS that does not have video load but has data load?

b. Slide-6 (407r2) How was this simulation done? There was a lot of discussion on why the efficiency decrease (overhead increase) is linear and not otherwise

c. How does BlockACK/Aggregation affect the EDCA  overhead?

d. Overhead/QAP Stream Priorities Why do we need to advertise these, if these are only used to compute local QLoad?

e. QLoad information exchange is good but how does this contribute to medium time allocation for a BSS and within a BSS for a STA/stream. How is allocation co-ordinated? I know you had a presentation on this but I could not recall what it is.

 

The meeting recessed till Thursday PM1 at 15:30 Hrs EDT

 

Thursday PM1 Agenda

a. Administrivia

b. Motion-2

c. OBSS directions

d. Joint Meeting with AVB planning

e. Timeline Review

f. Review closing report

 

Meeting called to order

Knowledge of Essential Patents/holders of Essential Patents -- none

 

a. Vancouver March 2009 ad hoc meeting minutes

Motion-2

Move to approve  Vancouver March 2009 ad hoc meeting  Minutes (in document 09/0324r2).

 

Approved Unanimously

 

a. OBSS Directions
Need to work on how the information on individual loads in each overlapping BSS can be used to share the medium fairly. Proposed priority for OBSS related work:

i. How the information is used to share the medium?

ii. Set of information that needs to be exchanged

iii. Impact of the OBSS solution on ‘legacy’ BSSs

· Implementing the OBSS solution needs to provide a compelling benefit (in the presence of legacy BSSs) – otherwise no one will implement it

· See 7.5 in 08/944r7

 

a. Joint Meeting with 802.1AVB -- planning 

i. What is the worst case delay when streaming under different conditions? 

Alex Ashley provided the following data: good conditions – 1msec, moderate – 8 msec and heavy congestion 800 msec -- no clear definition of good/moderate/congested conditions.

· subset of options used
· channel conditions
i. Is there a mechanism specified in 802.11 to propagate the worst case delay under current conditions, to upper layers?

1. What data makes the most sense? 

2. Are there mechanisms to pass this data? 

3.  if not, can we define them?

i. 802.11 TSPEC mapping to 802.1Qav TSPEC – plan for a presentation

ii. How are QoS errors fed back from the 802.11 MAC? Need to determine if 11k traffic stream/category statistics are sufficient.

iii. Expectations (from .1AVB perspective) for the Joint meeting :

· Answers to #(i) above

· Updates on #(ii)and #(iii)

i. SRP over 802.11 – need for relaying stream information (09/403r0) – list choices, pros/cons of each for discussion jointly

ii. Update each other on status of drafts

 

The chair will generate a list of Agenda topics based on the above and send it to 802.1AVB chair.

 

a. Timeline review
i. Only one of the 5 PAR scope topics completed. Need to accelerate on others

ii. TG should work on Intra-AC and Graceful degradation topics.

iii. The TG timeline will potentially slips by 4 months. Need to re-evaluate this in the next meeting.

 

a. Review Closing Report
i. Chair to announce in the closing plenary that Tgaa Draft 0.01 is available in the members' area and the TG solicits comments from the WG members on the draft.

 

TG adjourned at 14:30 Hrs EDT.

Note that Wenesday PM1 and Thursday AM2 meeting slots were cancelled as TGaa did not have enough agenda topics.
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