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Updated normative text
Change table s14 as shown:

	· Peer Link Close frame body

	Order
	Information
	Notes

	· 
	Category
	

	· 
	Action Value
	

	3
	Mesh ID
	The Mesh ID information element is present when dot11MeshEnabled is true.

	· 
	Reason code
	The Reason code is present when dot11MeshEnabled is true.

	· 
	Peer Link Management
	The Peer Link Management information element is present only when dot11MeshEnabled is true. The subtype of the Peer Link Management Element is set to 2.

	· 
	MSAIE
	The MSA information element is present when dot11MeshEnabled is true and the Abbreviated Handshake is enabled.

	· 
	MIC
	This field is present when dot11MeshEnabled is true and the abbreviated handshake is enabled

	Last
	Vendor Specific
	One or more vendor-specific information elements may appear in this frame. This information element follows all other information elements.


Replace 10.3.44 with the following text; delete clauses 10.3.45, 10.3.46, 10.3.47 and re-numer the later clauses accordingly.

10.3.44 LME-PeerLinkManagement
The following primitives facilitate the Peer Link Management Protocols. 

10.3.44.1 MLME-PeerLinkManagement.request

10.3.44.1.1 Function

This primitive requests that the MAC entity send a Peer Link Management frame to the specified peer MAC entity.

10.3.44.1.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-PeerLinkManagement.request(





PeerMAC





Content of Peer Link Management frame




)

	Name
	Type
	Valid range
	Description

	PeerMAC
	MAC Address
	Valid individual MAC address
	Specifies the address of the peer MAC entity to which the Peer Link Management frame is to be sent.

	Content of Peer Link Management frame
	Sequence of octets
	As defined in 7.4.12.1, 7.4.12.2, or 7.4.12.3.
	The contents of the Peer Link Open, Peer Link Confirm, or Peer Link Close frame to send to the peer MAC entity.


10.3.44.1.3 When generated

This primitive is generated by the SME to request that a Peer Link Management frame be sent to the specified MP.

10.3.44.1.4 Effect of receipt

On receipt of this primitive, the MLME constructs a Peer Link Management frame containing the information specified. The frame is scheduled for transmission. 

10.3.44.2 MLME-PeerLinkManagement.confirm

10.3.44.2.1 Function

This primitive reports the results of a request to send a Peer Link Management frame.

10.3.44.2.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-PeerLinkManagement.confirm(





ResultCode






)

	Name
	Type
	Valid range
	Description

	ResultCode
	Enumeration
	SUCCESS, INVALID_PARAMETERS, or UNSPECIFIED_FAILURE
	Reports the outcome of the request to send a Peer Link Management frame.


10.3.44.2.2 When generated

This primitive is generated by the MLME as a result of an MLME-PeerLinkManage.request primitive.

10.3.44.2.3 Effect of receipt

The SME is notified of the results of the Peer Link Management protocol request.

10.3.44.3 MLME-PeerLinkManagement.indication

10.3.44.3.1 Function

This primitive indicates to the SME that the MLME has received a Peer Link Management frame from a peer MAC entity.

· Semantics of the service primitive

The primitive parameters are as follows:

MLME-PeerLinkManagement.indication(





PeerMAC





Content of Peer Link Management frame




)

	Name
	Type
	Valid range
	Description

	PeerMAC
	MAC Address
	Valid individual MAC address
	Specifies the address of the peer MAC entity from which the Peer Link Management frame was received.

	Content of Peer Link Management frame
	Sequence of octets
	As defined in 7.4.12.1, 7.4.12.2, or 7.4.12.3.
	The contents of the Peer Link Open, Peer Link Confirm, or Peer Link Close frame received from the peer MAC entity.


10.3.44.3.3 When generated

This primitive is generated by the MLME as a result of the receipt of a Peer Link Management frame from a peer MAC entity.

10.3.44.3.4 Effect of receipt

The SME is notified of the reception of a Peer Link Management frame, and is provided the contents of the frame. 

Modify the fourth paragraph in clause 7.3.2.85 as the following:

The Length field is set to a value between 3 and 7 octets and varies depending on the subtype of the Peer Link Management element. The Length is 3 for Peer Link Open, and 5 for Peer Link Confirm. When Peer Link ID is present for Peer Link Close, the Length is 7. When Peer Link ID is not present for Peer Link Close, the Length is 5.
· Mesh peer link management

Modify clause 11B.3.1 as indicated below:

· Overview

The Mesh Peer Link Management protocol is used to establish and close peer links between MPs. Error! Reference source not found. specifies the protocol details. The following summarizes the protocol operations.

Mesh STAs shall not transmit data frames or management frames other than the ones used for discovery, peer link management, and SAE until the peer link has been established. 

After discovering a candidate peer MP, the MP may start the Peer Link Management protocol to establish a peer link with the candidate peer MP. 
The SME controlling the mesh STA manages peer link instances. A link instance is a logical entity that the MP uses to handle a peer link or an attempt of establishing a peer link. Its behavior is governed by a peer link management finite state machine defined in Error! Reference source not found..

A mesh STA shall establish at most one peer link with a peer mesh STA. However, a mesh STA may start multiple peer link instances simultaneously. Once a peer link instance has been established successfully, all other link instances with the same peer STA shall be closed properly. The mesh STA shall maintain an idle peer link instance. This idle peer link instance is used to reject additional peer link open request from the same peer mesh STA.
The mesh STA shall identify a link instance with the peer mesh STA. The link instance identifier is defined as <localMAC, peerMAC, localLinkID, peerLinkID>. localMAC is the MAC address of the mesh STA. peerMAC is the MAC address of the peer mesh STA or the candidate peer mesh STA. localLinkID is an integer generated by the mesh STA. peerLinkID is an integer generated by the peer mesh STA or the candidate peer mesh STA. The localLinkID shall be unique among all existing link identifiers used for the same localMAC by the mesh STA for its current peer link instances. The mesh STA selects the localLinkID to provide high assurance that the same number has not been used to identify a recent link instance. The peerLinkID shall be supplied by the peer mesh STA or candidate peer mesh STA in Peer Link Open and Confirm frames. The link identifiers are transmitted via peer link management frames..

The mesh STA shall start the peer link management protocol in either of the following two cases. In case one, the mesh STA passively listen to incoming Peer Link Open requests from a candidate peer mesh STA. 
In case two, the mesh STA actively creates a peer link instance to establish a peer link with the candidate peer mesh STA.
A link instance ends when the peer link is closed. The peer link close can be caused by the mesh STA due to events outside the scope of this specification. The response to these events is beyond the scope of this standard. 

Receiving a correct Peer Link Close frame or a failure of processing an incoming peer link management frame shall close the link instance.

The mesh STA uses the peer link management frames to manage a link instance. 
A Peer Link Open frame requests that a peer link instance be established between the Peer Link Open sender and the receiver. Peer Link Open frames propose mesh parameters for the link instance. The mesh STA processes the received parameters. If it agrees with the parameters, the mesh STA sends a Peer Link Confirm frame in response to the Peer Link Open frame. If the mesh STA disagrees on the parameters or there is a failure due to other reasons, the mesh STA closes the peer link by sending a Peer Link Close frame. The protocol succeeds in establishing a peer link when the following requirements are satisfied: 1) both mesh STAs have sent and received (and correctly processed) a Peer Link Open frame regarding this peer link; 2) both mesh STAs have sent and received (and correctly processed) a corresponding Peer Link Confirm frame regarding this peer link. 

The peer link management protocol uses timers to control the protocol behavior. For each peer link instance, there are three timers: retryTimer, confirmTimer, and holdingTimer. The retryTimer controls the maximum time the mesh STA waits for a Peer Link Confirm frame responding to any Peer Link Open frame the mesh STA has sent for that link instance. The confirmTimer bounds the time that the mesh STA waits for a Peer Link Open frame after receiving a Peer Link Confirm frame from the candidate peer mesh STA. The holdingTimer is used to provide a graceful closing period for a link instance.
The detailed protocol behavior is specified in peer link management finite state machine as specified in 11B.3.3.



Replace 11B.3.2 with the following text:

11B.3.2  Peer Link Management Frames

11B.3.2.1 Overview

Peer link management frames are public Action frames. The protection of the peer link management frames shall be provided by the peer link management protocol, independent of the robust management protection mechanism.
The construction of peer link management frames is specified in 11B.3.2.2.1, 11B.3.2.3.1, and 11B.3.2.4.1.
The mesh STA shall process the incoming peer link management frames to decide either to accept, reject, or silently discard the frame. If the frame contains a broadcast/multicast address in TA or RA, it shall be silently ignored. Processing of peer link management frames is specified in 11B.3.2.1, 11B.3.2.2.2, 11B.3.2.3.2, and 11B.3.2.4.2. If the incoming frame is accept or rejected, further actions shall be taken according to the peer link management finite state machine as specified in 11B.3.3.
The mesh STA shall first process the peer link instance identifier in the received peer link management frame before passing it to the corresponding peer link instance for further processing contents. The incoming peer link mangement frame belongs to an active peer link instance, if the peer link identifier as specified in the incoming frame matches an existing active peer link instance. To match a peer link instance

· The sender’s MAC address shall be the same as the peerMAC of the peer link instance

· The value of local Link ID field shall the same as the peerLinkID of the peer link instance

· The value of peer Link ID field (if exists) shall be the same as the localLinkID of the peer link instance.

The mismatched Peer Link Confirm frame or Peer Link Close frame shall be silently discarded.
Upon receiving a mismatched Peer Link Open frame, the mesh STA may use one of the following approaches to handle the frame:

1) it may generate a new link instance to handle the request to set up a new peer link, 

2) it may use the idle peer link instance to actively reject the peer link open request, or
3) it may silently discard the incoming frame.
The decision of which approach to use is outside the scope of this standard.

The mesh STA shall also process the configuration parameters conveyed in the Peer Link Open and Peer Link Confirm frames. The Mesh ID information element, Mesh Configuration information element, and Frame Control field supply the configuration parameters. The mesh STA shall verify that the parameters reported by the Candidate peer mesh STA in the Peer Link Confirm frame match those the mesh STA has agreed to use for this link instance. In particular, the mesh STA shall verify the following fields or subfields. This verification is needed to satisfy the consistency property, i.e., to guarantee that mesh STAs agree on the configuration before establishing a peer link.

a)  Mesh ID element
b)
Fields in Mesh Configuration element

· Active Path Selection Protocol ID field

· Active Path Selection Metric ID field

· Mesh Capability field, including the following subfields

· Accepting Peer Links

· MDA Enabled

· Frame Control field

· Power Management field

Mesh STAs shall verify that the same Mesh ID is used.

Mesh STAs shall verify that the same Path Selection Protocol and the same Path Selection Metric are used.

The mesh STA shall verify that it supports MDA services when the candidate peer mesh STA sets the “MDA Enabled” field to 1.

If the RSN information element is not present, the mesh STA shall ignore values in MSAIE, MSCIE, and MIC field. 
If any of the verification listed above fails, the received Peer Link Open or Peer Link Confirm frame shall be rejected and peer link establishment attempt shall be terminated. Further actions of closing a peer link instance is specified in 11B.3.3.
11B.3.2.2 Peer Link Open Frames

11B.3.2.2.1 Peer Link Open Frame Contents

A mesh STA initiates the establishment of a peer link with a candidate peer mesh STA by sending a Peer Link Open frame to the candidate peer mesh STA. The Peer Link Open frame shall contain:
· Mesh ID, which shall be set to the Mesh ID supported by the mesh STA;s active mesh profile.  

· Mesh Configuration
· Active Path Selection Protocol ID field shall be set to the value supported by the mesh STA’s active mesh profile

· Active Path Selection Metric ID field shall be set to the value supported by the mesh STA’s active mesh profile
· Mesh Capability field

· Accept Peer Links field is set to 1

· MDA Enabled field is set according to the mesh STA’s configuration

· Peer Link Management element shall contain the Local Link ID field. The Local Link ID field shall be set to the identifier generated to identify the current link instance.

· If mesh link security is enabled, RSN element, MSCIE, MSAIE, and MIC fields are present and shall be set according to MSA authentication procedure in 11B.5.2.

· Other information elements as defined in 7.4.12.1 may be present and set to the value according to mesh STA’s parameter configuration.

11B.3.2.2.2 Processing Peer Link Open Frames

The mesh STA shall first process the Mesh ID element and Mesh Configuration element as specified in 11B.3.2.1. 

The mesh STA shall reject the Peer Link Open frame if it contains an unacceptable or erroneous configuration parameter (see Error! Reference source not found.) or the value of a configuration parameter (see Error! Reference source not found.) is not the same as the value in either a Peer Link Open frame or a Peer Link Confirm frame received earlier for this link instance. 



If security is enabled, the mesh STA shall further process the RSN element, MSAIE, MSCIE, and MIC field, if present, according to MSA authentication procedure in 11B.5.2.
In other cases, the mesh STA shall accept the Peer Link Open frame. The link state shall be updated to include the link instance identifier and other information from Mesh Configuration element. The mesh STA may also update the link state based on other parameters in the Peer Link Open frame.
11B.3.2.3 Peer Link Confirm Frames

11B.3.2.3.1 Peer Link Confirm Frame Contents

A mesh STA sends a Peer Link Confirm frame to the candidate peer mesh STA to respond the Peer Link Open frame sent by candidate peer mesh STA. The Peer Link Confirm frame shall contain:

· Mesh ID element and Mesh Configuration element shall be set to the same value as in the received Peer Link Open frame. 

· Peer Link Management element shall contain the Local Link ID field and Peer Link ID field. The Local Link ID field shall be set according to the local state of localLinkID. The Peer Link ID field shall be set to the same value as received in the Peer Link Open frame by the candidate peer mesh STA.

· If mesh link security is enabled, RSN element, MSCIE, MSAIE, and MIC fields are present and shall be set according to MSA authentication procedure in 11B.5.2.

· Other information elements as defined in 7.4.12.2 may be present and set to the value according to mesh STA’s parameter configuration.

11B.3.2.3.2 Processing Peer Link Confirm Frames
The mesh STA shall silently discard the Peer Link Confirm frame if it contains a mismatched instance identifier.

If security is enabled, the mesh STA shall further process the RSN element, MSAIE, MSCIE, and MIC field, if present, according to MSA authentication procedure in 11B.5.2.

The mesh STA shall reject the Peer Link Confirm frame if it contains an unacceptable or erroneous configuration parameter (see Error! Reference source not found.) or the value of a configuration parameter (see Error! Reference source not found.) is not the same as the value from a frame (either a Peer Link Open frame or a Peer Link Confirm frame) received earlier during the link instance establishment attempt.



· 
· 

In other cases, the mesh STA shall accept the Peer Link Confirm frame. The link state shall be updated to include the link instance identifier and other information from Mesh Configuration element. The mesh STA may also update the link state based on other parameters in the Peer Link Confirm frame.

11B.3.2.4 Peer Link Close Frames

11B.3.2.4.1 Peer Link Close Frame Contents

A mesh STA sends a Peer Link Close frame to the peer mesh STA or candidate peer mesh STA to close a peer link instance or to terminate an attempt to establish a peer link. The Peer Link Close frame shall contain:

· Mesh ID shall be set to the same value as in the MP’s active mesh profile. 

· Peer Link Management element shall contain the Local Link ID field, which shall be set according to the local state of localLinkID. If the mesh STA has local state of peerLinkID, the MP shall include Peer Link ID field in the Peer Link Management element and the value shall be set according to the local state of peerLinkID.
· Reason code shall be set to the value that specifies the reason to close the peer link instance. See 7.3.1.7 .
· If the link instance is bound with the security association, security parameters shall be sent in MSAIE with the following fields set with corresponding values:

· Handshake Control field shall be set to 0.

· Selected AKM Suite field shall be set to the AKM suite selector for the peer link instance 

· Selected Pairwise Cipher Suite field shall be set to the selected pairwise cipher suite for the peer link instance

4) Chosen PMK field shall be set to a key identifier that indicates the selected PMK-MA for the peer link instance 

5) Local Nonce field shall be set to the nonce that the mesh STA generated during MSA 4-Way Handshake. It is equal to MPTKANonce if the MP was determined as Authenticator during MSA 4-Way Handshake. Otherwise the value shall be set to the value of MPTKSNonce.

· Peer Nonce field shall be set to the nonce that the peer mesh STA generated during MSA 4-Way Handshake. It is equal to MPTKANonce if the peer MP was determined as Authenticator during MSA 4-Way Handshake. Otherwise the value shall be set to the value of MPTKSNonce.

The MIC field in Peer Link Close shall contain a 16-octet MIC calculated using the KCK portion of the PTK of the session using the AES-128-CMAC algorithm on the concatenation in the following order:

· The mesh STA MAC address

· The peer mesh STA MAC address 

· Body of the Peer Link Close frame except the MIC field

11B.3.2.4.2 Processing Peer Link Close Frames
The mesh STA shall reject the Peer Link Close frame if the value in the Mesh ID element is not the same as the mesh STA’s active profile. 

If the mesh STA has security association binding with the link instance, the mesh STA shall check that MSAIE and MIC field are present in the received Peer Link Close frame. If the MSAIE and MIC field are not present, the received frame shall be silently discarded. If they are present, the mesh STA shall verify that the contents in the following fields in MSAIE matches the bound security association with the peer link instance:

· Handshake Control field
· Selected AKM Suite field

· Selected Pairwise Cipher Suite field 

6) Chosen PMK field 

7) Local Nonce field

· Peer Nonce field 

The MIC field in Peer Link Close shall contain a 16-octet MIC calculated using the KCK portion of the PTK of the session using the AES-128-CMAC algorithm on the concatenation in the following order:

· The mesh STA MAC address

· The peer mesh STA MAC address 

· Body of the Peer Link Close frame except the MIC field

are the same as in the PTKSA with this peer link instance. The mesh STA shall further verify the MIC field using the KCK. If the MIC verification fails, the mesh STA shall sliently discard the received Peer Link Close frame.
If any of the above operations fails, the mesh STA shall reject the Peer Link Close frame. 

· 
· 

If all above processing operations succeed, the mesh STA shall accept the Peer Link Close frame.
Replace clause 11B.3.3 using the following text:
· Peer Link Management Finite State Machine

· Each peer link instance, including its states and resource, shall be managed by a separate peer link management finite state machine (PLM FSM). PLM FSM uses MLME primitives to control the mesh STA to send and receive Peer Link Management frames.
· Each PLM FSM shall be identified by the peer link instance identifier, which comprises of the two mesh STAs’ MAC addresses and the link IDs generated by the two mesh STAs to uniquely identify the link instance. Incoming peer link management frames shall be passed to corresponding PLM FSM based on the parsing of the link instance identifier in the incoming frame. The mesh STA shall maintain a dedicated PLM FSM to handle all incoming peer link management frames that do not match to any existing peer link instance. As the result of processing, this PLM FSM may silently discard the incoming frame, directly reject the incoming request by sending a Peer Link Close frame, or create a new PLM FSM to handle a new peer link instance as requested by the incoming Peer Link Open frame. 
· States

The peer link management finite state machine uses the following seven states:

· IDLE – IDLE is a terminal state. The IDLE state is for explanatory purposes only, which enables complete specification of the finite state machine to avoid deadlock and livelock. It is not mandatory to implement the IDLE state.

· LISTEN – In the LISTEN state, the finite state machine is passively listening for an incoming Peer Link Open frame from any candidate peer mesh STA.

· OPN_SNT – In the OPN_SNT state, the finite state machine has actively sent a Peer Link Open frame and is waiting for the incoming Peer Link Open and Peer Link Confirm frames from the candidate peer mesh STA.

· CNF_RCVD – In the CNF_RCVD state, the finite state machine has received a Peer Link Confirm frame, but has not received a Peer Link Open frame; therefore the mesh STA has not sent the corresponding Peer Link Confirm frame. 

· OPN_RCVD – In the OPN_RCVD state, the finite state machine has received only the Peer Link Open frame but not the Peer Link Confirm. The mesh STA has also sent a Peer Link Confirm frame upon receiving a Peer Link Open frame.

· ESTAB – In the ESTAB state, the finite state machine has received both the Peer Link Open and Peer Link Confirm frames. The mesh STA has also sent both the Peer Link Open frame and Peer Link Confirm frame. The peer link is established and configured for exchanging frames with the peer mesh STA in the ESTAB state.

· HOLDING  In the HOLDING state, the finite state machine is closing the peer link instance with the peer mesh STA or the candidate peer mesh STA. 

· Events and Actions

The finite state machine uses three types of events: events for state machine controlling, external events generated by frame processing, and events associated with internal timers.

The state machine controlling events are:
· CNCL(localLinkID, peerMAC, ReasonCode) -- Used to instruct the peer link instance to cancel the peer link with the peer mesh STA. localLinkID identifies the PLM FSM for the corresponding peer link instance. peerMAC is the MAC address of the peer mesh entity. ReasonCode is used to inform the reason to cancel the peer link instance.
· PASOPN(localLinkID) – The SME uses this event to create a new peer link instance. The corresponding PLM FSM listens to a Peer Link Management frame from a candidate peer mesh STA. localLinkID identifies the PLM FSM.
· ACTOPN(peerMAC, localLinkID) – The SME use this event to create a new peer link instance to to actively initiate the peer link establishment with the candidate peer MP whose MAC address is peerMAC. localLinkID identifies the PLM FSM.
· BNDSA(peerMAC, localLinkID, MPTKANonce, MPTKSNonce, PMK-MA SA, PTKSA, mesh GTK SA) -- This event is used to instruct the link instance to bind the security associations established via MSA 4-Way Handshake with the current link instance. The peer link instance is identified by peerMAC and localLinkID. The security associations are identified by MPTKANonce and MPTKSNonce.  
The events generated by frame processing are

a) OPN_ACPT -- PeerLinkOpen_Accept(peerMAC, peerLinkID) event indicates that a Peer Link Open frame meeting the correctness criteria of Error! Reference source not found. has been received from peerMAC for the link instance identified by peerLinkID. The configuration parameters are recorded in peer link states accordingly.
b) 
b)
OPN_RJCT -- PeerLinkOpen_Reject(peerMAC, peerLinkID, Configuration, ReasonCode) event indicates that a Peer Link Open frame from peerMAC for the link instance identified by peerLinkID is rejected due to incomplete or errorenous configuration. The ReasonCode is set to MESH-CONFIGURATION-POLICY-VIOLATION. 

c) 
CNF_ACPT -- PeerLinkConfirm_Accept(peerMAC, localLinkID, peerLinkID) event indicates that a Peer Link Confirm frame meeting the correctness criteria of 11B.3.2.3 has been received from peerMAC for the link instance identified by localLinkID and peerLinkID. The configuration parameters are recorded in peer link states accordingly.
 


d) 
CNF_RJCT -- PeerLinkConfirm_Reject(peerMAC, localLinkID, peerLinkID, ReasonCode) ) event indicates that a Peer Link Confirm frame from peerMAC for the link instance identified by localLinkID and peerLinkID is rejected due to incomplete or errorenous configuration. The ReasonCode is set to MESH-CONFIGURATION-POLICY-VIOLATION. 
e)

CLS_ACPT -- PeerLinkClose_Accept(peerMAC, localLinkID, peerLinkID, reasonCode) event indicates that a Peer Link Close frame meeting the correctness criteria of 11B.3.2.4 has been received from peerMAC for the link instance identified by localLinkID and peerLinkID. The reasonCode specifies the reason that caused the generation of the Peer Link Close frame. 
 


The internal events are as follows. The term Timeout(localLinkID, item) represents a timeout identified locally by item, for the link instance identified by localLinkID.  Three types of timers are used by the finite state machine.  The retryTimer triggers a re-send of the Peer Link Open frame when a Peer Link Confirm frame was not received as a response. The confirmTimer signals that a link establishment attempt should be aborted because a Confirm message responding to an Open was never received. The holdingTimer signals that its link instance may be completely closed and facilitates graceful shutdown.

· TOR1 – This event refers to Timeout(localLinkID, retryTimer) and the dot11MeshMaxRetries has not been reached. The stateprocedure. The Peer Link Open frame shall be resent.

· TOR2 – This event refers to Timeout(localLinkID, retryTimer) and the dot11MeshMaxRetries has been reached. The link instance shall be closed when TOR2 occurs. 

· TOC – The Timeout(localLinkID, confirmTimer) event. The confirmTimer aborts a link establishment attempt if a Peer Link Open frame never arrives after receiving the Peer Link Confirm frame. TOC event occurs, the link instance shall be closed. 

· TOH event – The Timeout(localLinkID, holdingTimer) event. The holdingTimer allows a grace period for closing the link instance; it is necessary to avoid deadlocks and livelocks that arise due to interactions between peer link establishment and termination. When TOH occurs, the link instance shall be closed completely and the finite state machine shall transition to IDLE state. 

The finite state machine may take an action triggered by an event. It uses two types of actions: sending a peer link management frame and handling a timer. 

Actions related to sending a peer link management frame:

· sndOPN -- The sendOpen(peerMAC, localLinkID, Configuration) is the action that the link instance takes to send a Peer Link Open frame to the candidate peer MP, whose MAC address is peerMAC. The frame shall carry localLinkID and the supported Mesh Configuration, as specified in Configuration. The MLME-PeerLinkManagement.request primitive shall be invoked to send the frame to peer mesh entity.
sndCNF -- The sendConfirm(peerMAC, localLinkID, peerLinkID, Configuration) is the action that the link instance takes to send a Peer Link Confirm frame to the candidate peer MP, whose MAC address is peerMAC. The frame shall carry localLinkID, peerLinkID, and the supported Mesh Configuration, as specified in Configuration. The MLME-PeerLinkManagement.request primitive shall be invoked to send the frame to peer mesh entity.
· c)
sndCLS -- The sendClose(peerMAC, localLinkID, peerLinkID, reasonCode) is the action that the link instance takes to send a Peer Link Close frame to the peer MP or candidate peer MP, whose MAC address is peerMAC. The MLME-PeerLinkManagement.request primitive shall be invoked to send the frame to peer mesh entity. 





· 




The actions on handling timers are setTimer(localLinkID, item, value) and clearTimer(localLinkID, item).

· The setTimer(localLinkID, item, timeout) action sets the timeout value specified by timeout to the timer specified by item. This action only sets the timer for one time for the link instance identified by localLinkID. When the timeout time has passed, the timer expires and the event Timeout(localLinkID, item) is triggered, after which the timer is no longer in effect. 

The corresponding actions are denoted as setR, setC, setH, for timer retryTimer, confirmTimer, holdingTimer respectively.

Before setting the retryTimer, the finite state machine shall apply the default peer link open request backoff algorithm to compute the updated timeout value as the following:

timeout = return timeout + (getRandom mod timeout),

where getRandom routine generates a random value. The initial value of timeout shall be set to dot11MeshRetryTimeout. This function statistically increases the length of time for each Peer Link Open retry by 50%. The backoff was inserted into the design to recover from a “gold rush”, which could happen if several already-linked MPs simultaneously detected a new MP trying to enter the mesh network.

· The clearTimer(localLinkID, item) action clears the timer item for the link instance identified by localLinkID. The corresponding actions are denoted as clR, clC, clH, for timer retryTimer, confirmTimer, holdingTimer respectively.

NOTE -- The value of dot11MeshMaxRetries is under study. If zero is the appropriate value, the backoff algorithm is not need and will be removed. 

· State transitions

Peer Link Management Finite State Machine and Finite State Machine of Peer Link Management Protocol summarize the state transitions for the peer link management protocol. 

In Peer Link Management Finite State Machine, each row represents state transitions from the state to all other states. The blank entry means impossible transition.

	· Peer Link Management Finite State Machine

	
	To State

	
	IDLE
	LISTEN
	OPN_SNT
	CNF_RCVD
	OPN_RCVD
	ESTAB
	HOLDING

	From State
	IDLE
	
	PASOPN/ --
	ACTOPN/ (sndOPN, setR)
	
	
	
	

	
	LISTEN
	CNCL / --, CLS_ACPT / --
	
	ACTOPN/ (sndOPN, setR)
	
	OPN_ACPT/ (sndOPN, sndCNF, setR)
	
	

	
	OPN_SNT
	
	
	TOR1/ (sndOPN, setR)
	CNF_ACPT/ (clR, setC)
	OPN_ACPT/ (sndCNF)
	
	CLS_ACPT, OPN_RJCT, CNF_RJCT, TOR2, CNCL/ (sndCLS, clR, setH)

	
	CNF_RCVD
	
	
	
	CNF_ACPT / --
	
	OPN_ACPT / (clC, sndCNF)
	CLS_ACPT, OPN_RJCT, CNF_RJCT, CNCL/ (sndCLS, clC, setH)

TOC / (sndCLS, setH)

	
	OPN_RCVD
	
	
	
	
	TOR1 / (sndOPN, setR)
	CNF_ACPT / clR
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In Finite State Machine of Peer Link Management Protocol, each arrow represents a state transition. All other events not shown in Finite State Machine of Peer Link Management Protocol indicates that no action causes the state transition. [image: image1.png]TOH/ - CLS_ACPT/cH
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· Finite State Machine of Peer Link Management Protocol

The event/action representation is defined as the following. “E/A” string represents that the action A is taken given that the event E occurs. “E1, E2/A” string represents that the action A is taken given that the event E1 or event E2 occurs. “E/(A1, A2)” string represents that the action A1 and A2 are taken at a time when event E occurs.
Note that Peer Link Management Finite State Machine and Finite State Machine of Peer Link Management Protocol are used for illustration purpose. The protocol behavior is in the following normative subclauses.

· IDLE state

In the IDLE state the state machine shall not respond to incoming frames from a candidate peer mesh STA. 

When PASOPN event occurs, the link instance shall record information in Configuration, generate a new link identifier localLinkID, initialize the retryCounter to zero, and begin listening for a Link Open frame. The finite state machine transitions to LISTEN state. 

When ACTOPN event occurs, the link instance shall generate a new link identifier localLinkID, initiate the retryCounter to zero, and send a Peer Link Open frame to the candidate peer MP whose address is peerMAC. The retryTimer is set according to retryTimeout. The finite state machine transitions to OPN_SNT state.

All other events shall be ignored in this state.

· LISTEN state

In the LISTEN state, the link instance waits for unsolicited Link Open frames. 

When a CNCL event occurs, the state machine transitions to IDLE state. 
When an ACTOPN event occurs, the link instance shall send a Peer Link Open frame to the candidate peer mesh STA identified by peerMAC. The retryTimer is set according to dot11MeshRetryTimeout. The finite state machine transitions to OPN_SNT state.

When a CLS_ACPT event occurs, the finite state machine transitions to IDLE state. 
When an OPN_ACPT event occurs, the link instance shall send the corresponding Peer Link Confirm frame to respond to the Peer Link Open frame. It shall also send a Peer Link Open frame to request a Peer Link Confirm frame from the candidate peer mesh STA. The retryTimer is set according to dot11MeshRetryTimeout value. The finite state machine transitions to OPN_RCVD state.

All other events shall be ignored in this state.

· OPN_SNT state

In the OPN_SNT state, the link instance waits for a Peer Link Confirm frame. In this state, the retryTimer is set.

When a CNCL event occurs, the mesh STA shall clear the retryTimer, send a Peer Link Close frame with reason code PEER-LINK-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the retryTimer, send a Peer Link Close frame with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall send the corresponding Peer Link Confirm frame to respond to the incoming Peer Link Open frame. The finite state machine transitions to OPN_RCVD state. 
Note: the retryTimer is still in effect after the state transition.

When an OPN_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Peer Link Close frame with reason code specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CNF_ACPT event occurs, the mesh STA shall clear the retryTimer and shall set the confirmTimer according to the value of dot11MeshConfirmTimeout and the finite state machine transitions to CNF_RCVD state.

When a CNF_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Peer Link Close frame with reason code specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a TOR1 event occurs, the Peer Link Open frame shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. No state transition occurs.

When a TOR2 event occurs, the MP shall send a Peer Link Close frame with reason code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine transitions to HOLDING state. 

All other events shall be ignored in this state.

· CNF_RCVD state

In the CNF_RCVD state, the link instance has received a Peer Link Confirm frame and is waiting for a Peer Link Open frame. 

When a CNCL event occurs, the mesh STA shall clear the confirmTimer, send a Peer Link Close frame with the reason code PEER-LINK-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the confirmTimer, send a Peer Link Close frame with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall clear the confirmTimer and shall send the corresponding Peer Link Confirm frame to respond to the incoming Peer Link Open frame. The finite state machine transitions to ESTAB state. 

When an OPN_RJCT event occurs, the mesh STA shall clear the confirmTimer, send a Peer Link Close frame with reason code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CNF_RJCT event occurs, the mesh STA shall clear the confirmTimer, send a Peer Link Close frame with reason code as specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When TOC event occurs, the mesh STA shall send a Peer Link Close frame with reason code MESH-CONFIRM-TIMEOUT and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

All other events shall be ignored in this state.

· OPN_RCVD state

In the OPN_RCVD state, the link instance has received a Peer Link Open frame and sent a Peer Link Open frame and the corresponding Peer Link Confirm frame. An incoming Peer Link Confirm is expected.

When a CNCL event occurs, the mesh STA shall clear the retryTimer, send a Peer Link Close frame with reason code PEER-LINK-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the retryTimer, send a Peer Link Close frame, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall resend the corresponding Peer Link Confirm frame. No state transition occurs. 

When an OPN_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Peer Link Close frame with reason code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CNF_ACPT event occurs, the retryTimer shall be cleared. The finite state machine transitions to ESTAB state. 
When a CNF_RJCT event occurs, the MP shall clear the retryTimer, send a Peer Link Close frame with reason code as specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a TOR1 event occurs, the Peer Link Open frame shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. No state transition occurs.

When a TOR2 event occurs, the mesh STA shall send a Peer Link Close frame with reason code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine transitions to HOLDING state. 

All other events shall be ignored in this state.

· ESTAB state 

In the ESTAB state, the link instance has been successfully established with the peer MP. 

When a CNCL event occurs, the mesh STA shall send a Peer Link Close frame with reason code PEER-LINK-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CLS_ACPT event occurs, the MP shall send a Peer Link Close frame with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall respond 
by resending the corresponding Peer Link Confirm frame. No state transition occurs. 

When a BNDSA event occurs, the mesh STA shall bind security association identified by MPTKANonce and MPTKSNonce with the link instance. Corresponding localNonce and peerNonce are recorded in the current link instance FSM. The mesh STA shall further invoke MLME-SETKEYS.request primitive to install pairwise keys and invoke MLME-SETPROTECTION.request to enable frame protection using pairwise key and group key. No state transition occurs.

All other events shall be ignored in this state.

· HOLDING state

In HOLDING state, the MP is closing the peer link. The holdingTimer has been set according to the value of dot11MeshHoldingTimeout.

When a CLS_ACPT event occurs, the holdingTimer shall be cleared. Any security association bound with the link instance (if any) shall be destroyed. MLME-DELETEKEYS.request primitive shall be invoked to delete corresponding keys (if any). MLME-SETPROTECTION.request(None) primitive shall be invoked to terminate frame protection. The finite state machine transitions to IDLE state.

When any of the following four events occurs--OPN ACPT, CNF_ACPT, OPN_RJCT, CNF_RJCT, the mesh STA shall send the Peer Link Close frame. If the security associations bound with the link instance, the Peer Link Close frame shall be MIC protected. See 11B.2.4.2 for composing a Peer Link Close frame. No state transition occurs.

When a TOH event occurs, the security association bound with the link instance (if any) shall be destroyed. MLME-DELETEKEYS.request primitive shall be invoked to delete corresponding keys (if any). MLME-SETPROTECTION.request(None) primitive shall be invoked to terminate frame protection. The finite state machine transitions to IDLE state. 

All other events are ignored in this state.




Abstract


This document contains changes to the text of the draft standard in order to resolve some comments related to Peer Link Management protocol.





Comments with proposed resolution are listed in a separate document: 11-08/1270r0.





Baseline: 802.11s Draft 2.02 (updated 09/09/2008) and 11-08/1082r3 (adopted in September 08)











�Re-open comment CID 173. The security associations should not be deleted under these four events.
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