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Background

This document provides the updated texts for RA-OLSR protocol and specifications in the Clause 7.3.2.79 and Clause 11A.9, which resolve part of the CIDs given in [2].
Affected CIDs:
	Category
	CID

	Clarification/Correction:
	864, 1307, 1308, 1309, 1378, 1550, 1551, 1554, 1557, 1558, 1559, 1565, 1566, 2773, 2752, 3374, 3384, 3390, 4027, 4146

	Parameters:
	863

	Element Format:
	2740

	Operations (Basic/Proxy):
	682, 1525, 1553, 1563, 4558, 5707

	Jan’s comments
	2049, 2085


Summary of changes:

· Add path loop avoidance scheme in RA-OLSR

· The description about length is modified in 7.3.2.79

· Reorganize and modify the explanation of IE processing and forwarding, in 11A.9.5, 11A.9.7-11A.9.12 

· Add informative statements in 11A.9.10.2, 11A.9.12.3, and 11A.9.19.2

· Add or replace with may/should/shall
· Terminology
· interface address -> MAC address

· some terminology are defined

· “flood” is removed
· Editorial modifications
The following is normative text proposed as an amendment to P802.11s/D1.05.

Replace the whole texts in clause 7.3.2.79 with those given in the followinig pages: 
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7.3.2.79 HELLO elements

· 
The HELLO element is exchanged between neighbor MPs and serves the purpose of populating the 2-hop neighbor set as well as carries MPR signaling in the RA-OLSR protocol.
The format of the HELLO element is shown in Figure s49.
	Octets: 1
	1
	1
	6
	1
	1
	2

	ID
	Length
	Vtime
	Originator Address
	TTL
	Hop Count
	Sequence Number


	1
	1
	1
	1
	6
	4
	…
	6
	4

	Htime
	Willingness
	Block 1 Link Code
	Block 1 Number of Neighbor Addresses
	Block 1 Neighbor Address 1
	Block 1 Link Metric 1
	…
	Block 1 Neighbor Address X
	Block 1 Link Metric X

	
	
	
	
	
	
	
	
	

	
	…
	1
	1
	6
	4
	…
	6
	4

	
	…
	Block N Link Code
	Block N Number of Neighbor Addresses
	Block N Neighbor Address 1
	Block N Link Metric 1
	…
	Block N Neighbor Address Y
	Block N Link Metric Y

	Figure s49—HELLO element


The Element ID and Length are set to the values given in Table 7.26 for this information element.
The Vtime field indicates the validity time (in seconds) during which an MP considers the information contained in the information element as valid after its reception, unless a more recent update to the information is received. The validity time is represented by its mantissa (four highest bits of [image: image5.wmf]V
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 field) and by its exponent (four lowest bits of [image: image6.wmf]V
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 field), see 11A.9.5.5.

The Originator Address is the MAC address of the MP that has originally generated this information element. This may be different from the sender-address in case that multiple elements are encapsulated in one frame.

The Time To Live (TTL) field indicates the maximum number of hops allowed for this information element.

The Hop Count field indicates the number of hops an information element has attained.

The Sequence Number field indicates a sequence number assigned by the originator MP, which ensures that each element can be uniquely identified in the network.

The Htime field indicates the HELLO emission interval (in seconds) used by the MP on this particular interface. The HELLO emission interval is represented by its mantissa (four highest bits of Htime field) and by its exponent (four lowest bits of Htime field) , see 11A.9.5.5.


The Willingness field indicates the willingness of an MP to carry and forward traffic for other MPs (i.e., to be selected as MPR).

 The value of willingness is 0-7: WILL_NEVER(0), WILL_DEFAULT(3), WILL_ALWAYS(7). The values 8-255 are reserved.

The Link Code field indicates the link state. The value of the link code is defined as: SYM_NEIGH(0) and MPR_NEIGH(1). The values 2-255 are reserved.

The Number of Neighbor Addresses field indicates the number of neighbor addresses of each Link Code.

The Neighbor Address field indicates the MAC address of a neighbor MP.

The Link Metric field indicates the metric of the link.
· 7.3.2.80 Topology Control (TC) element
The TC element is used to build the topology information base in the RA-OLSR protocol and flooded to all MPs through MPRs.
· The format of the TC element is shown in Figure s50.
	Octets: 1
	1
	1
	6
	1
	1
	2

	D
	Length
	Vtime
	Originator Address
	TTL
	Hop Count
	Sequence Number


	2
	6
	4
	…
	6
	4

	Advertised Neighbor Sequence Number (ANSN)
	Advertised Neighbor Main Address 1
	Link Metric 1
	…
	Advertised Neighbor Main Address N
	Link Metric N

	Figure s50—TC element


The Element ID and Length are set to the values given in Table 7.26 for this information element.
The Vtime field indicates the validity time (in seconds) during which an MP considers the information contained in the information element as valid after its reception, unless a more recent update to the information is received. The validity time is represented by its mantissa (four highest bits of [image: image8.wmf]V
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 field) and by its exponent (four lowest bits of [image: image9.wmf]V
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 field), see 11A.9.5.5.

The Originator Address is the MAC address of the MP that has originally generated this information element. This may be different from the sender-address in case that multiple elements are encapsulated in one frame.

The Time To Live (TTL) field indicates the maximum number of hops allowed for this information element.

The Hop Count field indicates the number of hops an information element has attained.

The Sequence Number field indicates a sequence number assigned by the originator MP, which ensures that each element can be uniquely identified in the network.
The fields specific to the Topology Control (TC) element are shown in Fields specific to RA-OLSR LABA element.

The ANSN field indicates a sequence number associated with the advertised neighbor set. Every time an MP detects a change in its advertised neighbor set, it increments this sequence number (“Wrap-around” is handled as described in 11A.9.17). This number is sent in this ANSN field of the TC element to keep track of the most recent information. When an MP receives a TC element, it can decide on the basis of this advertised ANSN, whether or not the received information about the advertised neighbors of the originator MP is more recent than what it already has.

The Advertised Neighbor Main Address field indicates the main address of a neighbor. 

The Link Metric field indicates the metric of the link.

· 7.3.2.81 Multiple Interface Declaration (MID) element

· The MID element carries the interface configuration of an MP in the RA-OLSR protocol and flooded to all MPs through MPRs.
· The format of the MID element is shown in Figure s51.
	Octets: 1
	1
	1
	6
	1
	1
	2

	ID
	Length
	Vtime
	Originator Address
	TTL
	Hop Count
	Sequence Number


	6
	…
	6

	Address 1
	…
	Address N

	Figure s51— MID element


The Element ID and Length are set to the values given in Table 7.26 for this information element.
The Vtime field indicates the validity time (in seconds) during which an MP considers the information contained in the information element as valid after its reception, unless a more recent update to the information is received. The validity time is represented by its mantissa (four highest bits of [image: image10.wmf]V
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 field) and by its exponent (four lowest bits of [image: image11.wmf]V
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 field), see 11A.9.5.5.

The Originator Address is the MAC address of the MP that has originally generated this information element. This may be different from the sender-address in case that multiple elements are encapsulated in one frame.

The Time To Live (TTL) field indicates the maximum number of hops allowed for this information element.

The Hop Count field indicates the number of hops an information element has attained.

The Sequence Number field indicates a sequence number assigned by the originator MP, which ensures that each element can be uniquely identified in the network.

The Address field indicates the MAC address of the MP, excluding the MPs main address (which is already indicated in the Originator Address field). 

· 7.3.2.82 Local Association Base Advertisement (LABA) element

The LABA element is used in the associated STA discovery in the RA-OLSR protocol and carries the contents of its LAB.
The format of the LABA element is shown in Figure s52.
	Octets: 1
	1
	1
	6
	1
	1
	2

	ID
	Length
	Vtime
	Originator Address
	TTL
	Hop Count
	Sequence Number


	6
	1
	1
	6
	1
	…
	6
	1
	…

	MAP Address
	Block 1 Index
	Block 1 Number of STAs
	Block 1 STA Address 1
	Block 1 STA Sequence Number 1
	…
	Block 1 STA Address X
	Block 1 STA Sequence Number X
	…

	
	
	
	
	
	
	
	
	

	
	1
	1
	6
	1
	…
	6
	1
	

	
	Block N Index 
	Block N Number of STAs
	Block N STA Address 1
	Block N STA Sequence Number 1
	…
	Block N STA Address Y
	Block N STA Sequence Number Y
	

	Figure s52—LABA element


The Element ID and Length are set to the values given in Table 7.26 for this information element.
The Vtime field indicates the validity time (in seconds) during which an MP considers the information contained in the information element as valid after its reception, unless a more recent update to the information is received. The validity time is represented by its mantissa (four highest bits of [image: image12.wmf]V
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 field) and by its exponent (four lowest bits of [image: image13.wmf]V
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 field), see 11A.9.5.5.

The Originator Address is the MAC address of the MP that has originally generated this information element. This may be different from the sender-address in case that multiple elements are encapsulated in one frame.

The Time To Live (TTL) field indicates the maximum number of hops allowed for this information element.

The Hop Count field indicates the number of hops an information element has attained.

The Sequence Number field indicates a sequence number assigned by the originator MP, which ensures that each element can be uniquely identified in the network.

The MAP Address field indicates the main address of the MAP of the association information element. 

The Block Index field indicates the index of a block that stores a list of STA addresses. The value of Block Index is 0-253.

The Block Number of STAs field indicates the size of a block counted in octets and measured from the beginning of the preceding “Block Index” field until the next “Block Index” field (or to the end of the information element if there are no more blocks).

The STA Address field indicates the MAC address of the associated station.

 The station address does not include the “Group MAC address bit” in the 48-bit MAC address as described for Local Association Base (LAB) and Global Association Base (GAB) in 11A.9.5. 

The STA Sequence Number field indicates the sequence number in the association management frame sent by the STA.

· 7.3.2.83 Local Association Base Checksum Advertisement (LABCA) element

The LABCA element is used in the associated STA discovery in the RA-OLSR protocol and carries the block checksums of its LAB.

The format of the LABCA element is shown in Figure s53.
	Octets: 1
	1
	1
	6
	1
	1
	2

	ID
	Length
	Vtime
	Originator Address
	TTL
	Hop Count
	Sequence Number


	1
	16
	…
	1
	16

	Block Index (1)
	Block Checksum
	…
	Block Index (N)
	Block Checksum

	Figure s53—LABCA element


The Element ID and Length are set to the values given in Table 7.26 for this information element.
The Vtime field indicates the validity time (in seconds) during which an MP considers the information contained in the information element as valid after its reception, unless a more recent update to the information is received. The validity time is represented by its mantissa (four highest bits of [image: image14.wmf]V

t

i

m

e

 field) and by its exponent (four lowest bits of [image: image15.wmf]V
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 field), see 11A.9.5.5.

The Originator Address is the MAC address of the MP that has originally generated this information element. This may be different from the sender-address in case that multiple elements are encapsulated in one frame.

The Time To Live (TTL) field indicates the maximum number of hops allowed for this information element.

The Hop Count field indicates the number of hops an information element has attained.

The Sequence Number field indicates a sequence number assigned by the originator MP, which ensures that each element can be uniquely identified in the network.

The Block Index field indicates the index of a block that stores a list of STA addresses. The value of the Block Index is 0-253.

The Block Checksum field indicates the checksum of a block. This field length is calculated using the CRC32 method.

· 7.3.2.84 Association Base Block Request (ABBR) element

The ABBR element is used in the associated STA discovery in the RA-OLSR protocol and carries requests for LAB blocks.

The format of the ABBR element is shown in Figure s54.
	Octets: 1
	1
	1
	6
	1
	1
	2

	ID
	Length
	Vtime
	Originator Address
	TTL
	Hop Count
	Sequence Number


	1
	6
	6
	…
	1

	Flag
	MAP Address
	Block Index 1
	…
	Block Index N

	Figure s54—ABBR element


The Element ID and Length are set to the values given in Table 7.26 for this information element.
The Vtime field indicates the validity time (in seconds) during which an MP considers the information contained in the information element as valid after its reception, unless a more recent update to the information is received. The validity time is represented by its mantissa (four highest bits of [image: image16.wmf]V
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 field) and by its exponent (four lowest bits of [image: image17.wmf]V
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 field), see 11A.9.5.5.

The Originator Address is the MAC address of the MP that has originally generated this information element. This may be different from the sender-address in case that multiple elements are encapsulated in one frame.

The Time To Live (TTL) field indicates the maximum number of hops allowed for this information element.

The Hop Count field indicates the number of hops an information element has attained.

The Sequence Number field indicates a sequence number assigned by the originator MP, which ensures that each element can be uniquely identified in the network.

The Flag field is set as follows: Bit 0: Mismatch Detection (0=false, 1=true) and Bit 1-7: Reserved.

The MAP Address field indicates the main address of the MAP of the required association information element.

The Block Index field indicates the index of a block that has been detected to be inconsistent and is requested for readvertisement by the MP generating this information element, except when the Block Index is 254, whereby an originator MP generates an element when the entire local association information of an MAP is needed, or the Block Index is 255, whereby an originator MP generates an element when the global association information is needed.

Replace the whole texts in clause 11A.9 with those given in the following pages: 

· Radio Aware OLSR path selection protocol
· Introduction

Radio Aware Optimized Link State Routing (RA-OLSR) protocol is a proactive, link-state wireless mesh path selection protocol based on Optimized Link State Routing (OLSR) protocol [IETF RFC 3626] with extensions from Fisheye State Routing (FSR) protocol and uses radio-aware metrics in forwarding path and multipoint relay (MPR) set calculation. RA-OLSR enables the discovery and maintenance of optimal paths based on a predefined metric, given that each MP has a mechanism to determine the metric cost of a link to each of its neighbors. In order to propagate the metric link cost information between MPs, a metric field is used in RA-OLSR information elements. In disseminating topology information over the network, RA-OLSR adopts the following approaches in order to reduce the related control overhead:

· It uses only a subset of MPs in the network, called MPRs, in broadcasting process;

· It optionally controls (and thereby reduces) the element exchange frequencies based on the Fisheye scopes.

The RA-OLSR protocol also includes an association discovery and maintenance protocol to support STAs associated with MAPs). When a STA is a source or a destination of an IEEE 802 data link, RA-OLSR protocol sets up a path selection path to the MAP or the MPP associated with the STA by complementing path selection information among MPs with STA association information.

· Overview

The optimization in RA-OLSR mainly focuses on the minimization of broadcasting overhead: First, in RA-OLSR only a selected subset of 1-hop neighbor MPs (i.e., MPRs) is used by an MP in forwarding information elements. The MPRs are selected such that a broadcast element, forwarded by these MPRs, can reach all 2-hop neighbor MPs of the selecting MP (i.e., MPR selector). The information required to perform MPR selection is acquired through the periodic exchange of HELLO elements. In addition, RA-OLSR can also optionally control the element exchange frequencies based on the fisheye scopes to further reduce the amount of information elements exchanges. These techniques significantly reduce the number of forwarding transmissions required to broadcast an element to all MPs in the network. Second, RA-OLSR requires only partial link state to be broadcast in order to provide best path paths. The minimal set of link state information required is that all the MPs selected as MPRs shall declare the links to their MPR selectors. Additional topological information, if present, may be utilized, e.g., for redundancy purposes.

In wireless mesh networks, associated STAs that do not support mesh services are indirectly participating in path selection procedures through their associated MAPs. To support these STAs, RA-OLSR provides information repositories for associated STAs at MAPs — Local Association Base (LAB) and Global Association Base (GAB) — with efficient advertisement and management schemes, which complements a path selection table at each MP during path selection process. For handling the association information (i.e. LAB or GAB), RA-OLSR is designed to work in a distributed manner and also in a centralized manner through active MPPs in the mesh network.

Given a network with only single-interface MPs, an MP may deduct the neighbor set directly from the information exchanged as part of link sensing: the “Main Address” of a single interface MP is, by definition, the MAC address of the only an interface on that MP. In a network with multiple-interface MPs, additional information is required in order to map MAC addresses to main addresses (and, thereby, to MPs). This additional information is acquired through multiple interface declaration (MID) elements.

11A.9.3 Definitions
Definition that used for RA-OLSR is listed in Table s66.
	· Definitions for RA-OLSR

	Terminology
	Description

	Main Address
	Primary MAC address of the MP, if it has more than one interface

	Originator Address
	The main address of an MP, which sent a given element

	Sender MP
	The MP which last transmitted the element

	Sender Address
	The MAC address of the interface, over which the element was last transmitted

	Receiving MP
	The MP which received the element

	Receiving Address
	The MAC address of the interface, over which the element was received

	Neighbor
	The peer MP which supports RA-OLSR

	Neighbor Address
	The MAC address of a neighbor MP

	2-hop Neighbor
	The Neighbor MP whose distance is 2-hop from the local MP

	Strict 2-hop Neighbor
	2-hop neighbor MP which not including a (1-hop) neighbor MP

	MPR
	Multipoint relay

	Associated Station
	A station that is associated with an MAP

	Local Association Base (LAB)
	The table of the associated stations to a given MAP

	Global Association Base (GAB)
	The information base that maintains the list of the associated stations to all the MAPs in the Mesh (in other terms, all the Local Association Base of all the MAPs of the Mesh)

	Association Tuple
	The information about associated stations is maintained in entries called “association tuples”, either “Local Association Tuple”, in the LAB, or “Global Association Tuple”, in the GAB

	Checksum
	The value obtained by applying the CRC32 function to the information in the LAB / GAB (or subsets of these Association Bases)


11A.9.4 Parameters for Extensible Path Selection Framework

Table s67 gives the parameters of RA-OLSR for the Extensible Path Selection Framework.

	· Parameters of RA-OLSR for Extensible Path Selection Framework

	Path Selection Protocol ID
	See Table s3 in 7.3.2.54.1.

	Data type of metric field
	As defined by active path selection metric

	Length of metric field
	4 octets

	Operator for metric aggregation
	As defined by active path selection metric

	Comparison operator
	As defined by active path selection metric

	Initial value of path metric
	As defined by active path selection metric


11A.9.5 General rules for processing RA-OLSR information elements
Here we describe a general rule for processing and forwarding RA-OLSR elements (see 7.3.2.79 for details and 7.4.11.5 for its format).

11A.9.5.1 Element generation, sending, processing and forwarding
To find a path to a destination MP, RA-OLSR elements are generated and sent in a unicast or a broadcast manner. The RA-OLSR elements shall be generated according to the specifications for the element ID, see 11A.9.7.2 (MID element), 11A.9.8.2 (HELLO element), 11A.9.11.2 (TC element), 11A.9.15.2 (LABA element), 11A.9.16.2 (LABCA element) and 11A.9.17.2 (ABBR element). Then, they shall be sent by “default sending and forwarding algorithm” (11A.9.5.3).
Upon receiving an RA-OLSR management frame, an MP examines each of the included elements. An MP shall perform the following tasks for each encapsulated element:

	
	

	
	

	
	

	
	

	
	

	
	



a)
If the RA-OLSR management frame contains no elements, the frame shall be silently discarded. 

· For each element in the RA-OLSR management frame, the following processing conditions are applied:
1)
The element is discarded if the acceptance criteria of an RA-OLSR element are not satisfied, see 11A.9.5.2.
2)
Otherwise, the originator address, the sequence number shall be recorded in order to avoid duplication of the RA-OLSR element.
3)
The RA-OLSR element shall be processed according to the specifications for the element ID, see 11A.9.7.4 (MID element), 11A.9.8.4 (HELLO element), 11A.9.11.4 (TC element), 11A.9.15.4 (LABA element), 11A.9.16.4 (LABCA element) and 11A.9.17.4 (ABBR element).
c)
For each element for HELLO element in the RA-OLSR management frame, the following forwarding conditions are applied






:

1)

The element shall be processed according to the specifications for the element ID, see 11A.9.7.3 (MID element), 11A.9.11.3 (TC element), 11A.9.15.3 (LABA element), 11A.9.16.3 (LABCA element) and 11A.9.17.3 (ABBR element)
2)

The element shall be forwarded according to “default sending and forwarding algorithm,” see 11A.9.5.3.





· 
· 
· 
11A.9.5.2 Acceptance criteria of RA-OLSR element
The RA-OLSR element is discarded if any of the following is true:

· The TTL of the element is less than or equal to zero 

· The element was sent by the receiving MP (i.e., the Originator Address of the element is the main address of the receiving MP)
· The sender address (NB: not originator address) of this element is not one of the MAC addresses of peer MPs of this MP
· The sequence number of the current element is less than or equal to the sequence number for the originator of the previous element
11A.9.5.3 Default sending and forwarding algorithm

An RA-OLSR element is discarded if any of the following is true:

· The TTL of the element is less than or equal to zero 

· The sequence number of the current element is less than or equal to  the sequence number for the originator of the previous sending or forwarding element(s)
Otherwise,

(A) An MP shall send an RA-OLSR element in the following cases:
Case A1: Original transmission in a unicast manner
If the destination address of the element is not the MAC addresses of the MP, the element shall be unicast to the next hop MP of the destination MP according to the path selection table (11A.9.12).
Case A2: Original transmission in a broadcast manner (except for HELLO element).

The element shall be broadcast on all interfaces.
Case A3: Original transmission in a broadcast manner (HELLO element)

Each HELLO element shall be broadcast by the MP on the interface for which the HELLO was generated.

(B) 
· 
· 





· 
An MP shall forward an RA-OLSR element in the following cases:
Case B1: Forwarding in a unicast manner
If the destination address of the element is not the MAC addresses of the MP, the element shall be unicast to the next hop MP of the destination MP according to the path selection table (11A.9.12).




Case B2: Forwarding in a broadcast manner
The element shall be broadcast on all interfaces if the MP is selected as an MPR by the sender MP of the element.



















11A.9.5.4 Element emission and jitter

As a basic implementation requirement, the synchronization of information elements shall be avoided.  As a consequence, RA-OLSR elements shall be emitted such that they avoid synchronization.

Emission of RA-OLSR elements from neighbors will — for various reasons (mainly timer interactions with frame processing) — become synchronized such that several neighbors attempt to transmit RA-OLSR elements simultaneously. This will lead to collisions and hence element loss, possibly the loss of several subsequent elements of the same type.

To avoid such synchronizations, the following simple strategy for emitting RA-OLSR elements shall be used.  An MP shall add an amount of jitter to the interval at which elements are generated. The jitter shall be a pseudo-random value for each element generated. For an MP utilizing jitter:

Actual element interval = ELEMENT_INTERVAL – jitter

where jitter is a pseudo-random value in [0, MAXJITTER] and ELEMENT_INTERVAL is the value of the element interval specified for the element being emitted (e.g., HELLO_INTERVAL for HELLO elements, TC_INTERVAL for TC elements, etc.).

Jitter will be introduced when forwarding elements. The following simple strategy may be adopted: When an element is to be forwarded by an MP, it should be kept in the MP during a short period of time:

Keep element period = jitter

where jitter is a pseudo-random value in [0, MAXJITTER]. Notice that when the MP sends an RA-OLSR element, the opportunity to piggyback other elements (before their keeping period is expired) maybe taken to reduce the number of frame transmissions.
11A.9.5.5 Representation of validity time and emission interval
The Vtime in the RA-OLSR elements and the Htime in the HELLO element are the fields that hold information about the above values in mantissa and exponent format (rounded up). In other words:
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 (in seconds),

where ‘a’ is the integer represented by the four highest bits of the field and ‘b’ the integer represented by the four lowest bits of the field.

Notice, that for the value of C, (1/16 seconds, see 11A.9.19.1), the values, in seconds, expressed by the formula above can be stored, without loss of precision, in binary fixed point or floating point numbers with at least 8 bits of fractional part.  This corresponds with NTP time-stamps and single precision IEEE Standard 754 floating point numbers.

Given one of the above validity times or an emission interval, a way of computing the mantissa/exponent representation of a number T (of seconds) is the following:

· Find the largest integer ‘b’ such that: T/C >= 2b

· Compute the expression 16*(T/(C*(2b))-1), which may not be an integer, and round it up.  

This results in the value for ‘a’

· if ‘a’ is equal to 16: increment ‘b’ by one, and set ‘a’ to 0 now, 

· ‘a’ and ‘b’ should be integers between 0 and 15, and the field is a byte holding the value a*16+b

For instance, for values of 2 seconds, 6 seconds, 15 seconds, and 30 seconds respectively, ‘a’ and ‘b’ would be: (a=0, b=5), (a=8,b=6), (a=14,b=7) and (a=14,b=8) respectively.

11A.9.5.6 Sequence number

Several sequence numbers are used in RA-OLSR with the purpose of discarding “old” information. However with a limited number of bits for representing sequence numbers, wrap-around (that the sequence number is incremented from the maximum possible value to zero) occurs. To prevent this from interfering with the operation of the protocol, the following shall be observed:

The sequence number S1 is said to be “greater than” the sequence number S2 if:

S1 > S2 AND S1 - S2 <= MAXVALUE/2 OR

S2 > S1 AND S2 - S1 > MAXVALUE/2

where the term MAXVALUE designates the largest possible value for a sequence number, that is, MAXVALUE=65535.

When comparing two elements, it is possible — even in the presence of wrap-around — to determine which element contains the most recent information.
11A.9.6 Information repositories
Through the exchange of RA-OLSR elements, each MP shall accumulate information about the network. This information may be stored according to the descriptions in this subclause.

11A.9.6.1 Link information
An MP shall records the link information, which contains the MAC address of a peer MP (see 11A.2), link metric (an example is airtime link metric, see 11A.7) and the MAC address of the MP associating this entry. The link information is maintained by some other component of this standard, see 11A.9.9.
An MP may use a set of “link tuples”:


(L_local_iface_addr, L_neighb_iface_addr, L_link_metric)

describing links between local and remote interfaces. 
	Field
	Description

	L_local_iface_addr
	The MAC address on the local MP

	L_neighb_iface_addr
	The MAC address of the peer MP,

	
	

	L_link_metric
	The value representing the metric cost of the link. An example is the Airtime cost given in Error! Reference source not found.


11A.9.6.2 Neighbor information
An MP shall record the neighbor information, which contains a main address of a neighbor, a willingness of this neighbor. 

An MP may use a set of “neighbor tuples”:


(N_neighb_main_addr, N_willingness)

describing neighbors.

	Field
	Description

	N_neighb_main_addr
	The main address of a neighbor

	N_willingness
	An integer, between 0 and 7, specifying the MPs willingness to carry traffic on behalf of other MPs


11A.9.6.3 Interface association information
For each destination in the network, interface association information shall be recorded. This information includes the main address of an MP, the other MAC addresses of this MP and expiration time of this information.
An MP may use a set of “Interface Association Tuples”: 


(I_iface_addr, I_main_addr, I_time) 

	Field
	Description

	I_iface_addr
	A MAC address of an MP

	I_main_addr
	The main address of an MP

	I_time
	The expiration time of the tuple


11A.9.6.4 2-hop neighbor information
An MP shall record the 2-hop neighbor information, which includes a main address of a neighbor, main addresses of 2-hop neighbors of this neighbor and the expiration time of this information.
An MP may use a set of “2-hop tuples”:


(N_neighb_main_addr, N_2hop_addr, N_time) 
describing links between its neighbors and the 2-hop neighbors.

	Field
	Description

	N_neighb_main_addr
	The main address of a neighbor

	N_2hop_addr
	The main address of a neighbor, which has a peer link to N_neighb_main_addr

	N_time
	The expiration time of the tuple


11A.9.6.5 MPR information
An MP shall record the MPR information, which contains the main addresses of neighbors that are selected as MPRs. An MP may use an MPR set, in which their main addresses are listed in the MPR Set.

11A.9.6.6 MPR selector information
An MP shall record the MPR selector information, which contains a main address of a neighbor which selects the local MP as an MPR and the expiration time of this information.
An MP may use a set of “MPR-selector tuples”:


(MS_main_addr, MS_time) 

describing the neighbors that have selected this MP as an MPR.

	Field
	Description

	MS_main_addr
	The main address of an MPR-selector

	MS_time
	The expiration time of the tuple


11A.9.6.7 Topology information
An MP in the network shall maintain topology information about the network. This information is acquired from TC elements and is used for path selection table calculations. The topology information includes the main address of a destination MP, the main address of an MP which can reach the destination MP in one hop (last-hop MP), the link metric between the destination MP and the last-hop MP, ASNS and expiration time of this information. 

An MP may use a set of “Topology Tuple”:


(T_dest_addr, T_last_addr, T_seq, T_time, T_link_metric)

is recorded. 

	Field
	Description

	T_dest_addr
	The main address of an MP, which may be reached in one hop from the MP with main address T_last_addr

	T_last_addr
	An MP that can reach T_dest_addr in one hop

	T_seq
	A sequence number

	T_time
	The expiration time of the tuple

	T_link_metric
	The value representing the metric cost of the link. If more than one link exists, the cost of the link with the best quality should be used. An example of link metric is the Airtime cost given in Error! Reference source not found..


11A.9.6.8 Local Association Base (LAB)

Each MAP shall keep a set of associated stations, denoted Local Association Base” (LAB) in this standard, which holds “Local Association Tuple,” one for each associated station. Additionally, to provide support for a large number of stations, each MAP divides its LAB into blocks of local association tuples: each block is a subset of the LAB, and the LAB is the union of those subsets. The blocks of the LAB are numbered; hence each block is identified by an integer, the “Block Index.”

Each element of the LAB, a “Local Association Tuple” of an associated station, may have the following fields: 

(block_index, sta_address, sta_sequence_number)

	Field
	Description

	Block_index
	Index of the block the “Local Association Tuple” belongs to

	sta_address
	The MAC address of the associated station. 

	sta_sequence_number
	The sequence number (i.e., the whole 2-octet “Sequence Control” field) of the management frame that a STA sent to the MAP when the STA is associated with or disassociated with the MAP


11A.9.6.9 Global Association Base (GAB)

Each MAP shall maintain information concerning which station is associated to which MAP in the entire Mesh, in a Global Association Base (GAB) that is union of all LAB of each MAP in the Mesh. 
An MP may use a set of “global association tuples” containing

(block_index, AP_address, sta_address, sta_sequence_number, expiration_time) 

	Field
	Description

	Block_index
	Index of block associated to the station address by the MAP in its LAB

	AP_address
	The MAC address of the MAP

	sta_address
	The MAC address of the associated STA. 

	sta_sequence_number
	The sequence number (i.e., the whole 2-octet “Sequence Control” field) of the management frame that a STA sent to the MAP when the station associated with or disassociated with the MAP

	expiration_time
	The time at which the entry is no longer valid


11A.9.7 Multiple Interface Declaration (MID) element

The relationship between main address of a MP and the other MAC addresses of its MP is defined through the exchange of Multiple Interface Declaration (MID) elements.  This subclause describes how MID elements are exchanged and processed.

Each MP with multiple interfaces shall announce, periodically, information describing its MAC addresses configuration to other MPs in the network.  This is accomplished through broadcasting a MID element to all MPs in the network.
11A.9.7.1 Function

The purpose of the MID element is

· to advertise the main address and other MAC addresses if an MP has more than one interface
11A.9.7.2 Conditions for generating and sending a MID element

A MID element shall be sent by an MP to declare its multiple interfaces (if any) within a certain emission interval (MID_INTERVAL).  All MAC addresses other than the main address of an MP are put in the Address field in a MID element. The information diffused in the network by these MID elements helps each MP to calculate its path selection table.  An MP that has only a single MAC address shall not generate any MID element.
An MP shall generate and send a MID element if all of the following applies:
· the MP has more than one interface
· the MID_INTERVAL has expired
The content of a MID element shall be as shown in Table s??. An MP shall send a MID element according to “default sending and forwarding algorithm” (described in 11A.9.5.3).
	Table s??  Content of a MID element for generation

	Field
	Value

	Element ID
	Value given in Table 7.26 for the MID element

	Length
	The length of this element

	Vtime
	Validity time during which an MP considers the information contained in this element as valid after its reception, e.g.: MID_HOLD_TIME

	Originator address
	The main address of the MP

	TTL
	The maximum number of hops allowed for this element

	Hop count
	0

	Sequence number
	The sequence number of the MP

	Address #1
	the MAC address of the MP excluding the MP’s main address


11A.9.7.3 
Conditions for forwarding a MID element

An MP shall forward a MID according to “default sending and forwarding algorithm” (described in 11A.9.5.3). The content of a MID element shall be as shown in Table s??.

	Table s??  Content of a MID element for forwarding

	Field
	Value

	Element ID
	Value given in Table 7.26 for the MID element

	Length
	As received

	Vtime
	As received

	Originator address
	As received

	TTL
	As received –1

	Hop count
	As received +1

	Sequence number
	As received

	Address #1
	As received



11A.9.7.4 MID processing

Received MID element is subject to certain acceptance criteria. Processing and actions taken depend on the contents of the MID element and the information available to the receiving MP.

11A.9.7.4.1 Acceptance criteria
The MID element is discarded if the acceptance criteria of RA-OLSR element (11A.9.5.2) are not satisfied.
Otherwise, the MID element is accepted.
11A.9.7.4.2 Effect of receipt
The following applies only to a MID element that has not been discarded:

a)

The receiving MP shall calculate validity time from the Vtime field of the MID element (as described in 11A.9.5.5). Then the expiration time shall be computed from the validity time and current time where:
    expiration time = current time + validity time
b)
For each Address listed in the MID element, the receiving MP shall recode or update its interface association information with the Address and expiration time, and set the originator address of the MID element as the corresponding main address.
· c)
If the interface association information (except for the expiration time) changes, the MP shall calculate the path selection table, see 11A.9.12.
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· 



11A.9.7.5 Mapping MAC addresses and main address
It is required to be able to map any MAC address to the corresponding main address.

Given an MAC address:

· a)
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a)
If there the entry of the MAC address in the interface association information,

 the result of the main address search is the main address of this entry.

· Otherwise, the result of the main address search is the MAC address itself.

11A.9.8 HELLO element 

HELLO elements are exchanged between neighbor MPs periodically, and its period is specified by HELLO_INTERVAL.. This subclause describes the function, generation, sending, forwarding, and processing of the HELLO element.
11A.9.8.1 Function

The purpose of the HELLO element is

· to announce the local MP which supports RA-OLSR to its peer MPs
· to announce the 1-hop neighbor information to its neighbor MPs
· to announce the MPR information to its neighbor MPs.
11A.9.8.2 Conditions for generating and sending a HELLO element


An MP shall generate and send a HELLO element if one of the following applies:
· the time expiration of HELLO_INTERVAL
· the change of MPR information
An MP may generate and send a HELLO element temporary if one of the following applies:
· 
· the change of link information
· 
· the change of link metric
The content of a HELLO element shall be as shown in Table s??.

	Table s??  Content of a HELLO element for generation

	Field
	Value

	Element ID
	Value given in Table 7.26 for the HELLO element

	Length
	The length of this element

	Vtime
	Validity time during which an MP considers the information contained in this element as valid after its reception, e.g.: NEIGHB_HOLD_TIME

	Originator address
	The main address of the MP

	TTL
	1

	Hop count
	0

	Sequence number
	The sequence number of the MP

	Htime
	HELLO emission interval used by the MP, e.g.: HELLO_INTERVAL

	Willingness
	The willingness of an MP to carry and forward traffic for other MPs, see 11A.9.8.5

	Block #1
link code
	The link code of block #1, see 11A.9.8.6

	Block #1
number of neighbor addresses
	The number of neighbor addresses in block #1

	Block #1

neighbor address #2
	The main address of neighbor of the MP in block #1

	Block #1

link metric #2
	The link metric toward the MP having the neighbor address #2


For every interface of an MP, a HELLO element is generated. Each HELLO element is broadcasted by the MP on the corresponding interface to its neighbor MPs according to “default sending and forwarding algorithm” (described in 11A.9.5.3).
The list of MAC addresses declared in a HELLO element is a list of MAC addresses of neighbors for each interface. These MAC addresses are classified into blocks, in which the MAC addresses have the same link code (see 11A.9.8.6). 
11A.9.8.3 
Conditions for forwarding a HELLO element
HELLO elements shall not be forwarded.

11A.9.8.4 HELLO processing

Received HELLO element is subject to certain acceptance criteria. Processing and actions taken depend on the contents of the HELLO element and the information available to the receiving MP.

11A.9.8.4.1 Acceptance criteria
The HELLO element is discarded if the acceptance criteria of RA-OLSR element (11A.9.5.2) are not satisfied.
Otherwise, the HELLO element is accepted.

11A.9.8.4.2 Effect of receipt
The following applies only to a HELLO element that has not been discarded:

a)

The receiving MP shall calculate validity time from the Vtime field of the MID element (as described in 11A.9.5.5). Then the expiration time shall be computed from the validity time and current time where:
 expiration time = current time + validity time

b)
The MP shall update its neighbor information with the originator address as the main address of a neighbor and the willingness as the willingness of this neighbor. 
c)

For each neighbor address (henceforth: 2-hop neighbor address) listed in the HELLO element, the receiving MP shall 


recode or update its 2-hop neighbor information with the originator address as the main address of a neighbor, the main address of a 2-hop neighbor address, and expiration time. 
d)

If the MP finds one of it own MAC addresses in the list with a Link Code field equal to MPR_NEIGH, the MP shall recode or update its MPR selector information with the expiration time and the originator address as the main address of a neighbor which selects the local MP as an MPR.
e)

If any of neighbor information, 2-hop neighbor information changes (except for the expiration time),


1) the MP shall select the MPRs, see 11A.9.10, and


2)  
the MP shall calculate the path selection table, see 11A.9.12.
11A.9.8.5 Willingness
The willingness of an MP shall be set to any integer value from 0 to 7, and specifies how willing an MP is to be forwarding traffic on behalf of other MPs.  MPs, by default, have a willingness of WILL_DEFAULT(3). WILL_NEVER(0) indicates an MP that does not wish to carry traffic for other MPs, for example due to resource constraints (like being low on battery).  WILL_ALWAYS(7) indicates that an MP shall be preferably selected to carry traffic on behalf of other MPs, for example due to resource abundance (like permanent power supply, high capacity interfaces to other MPs). An MP may dynamically change its willingness as its conditions change. One possible application is, for example, for an MP, connected to a permanent power supply and with fully charged batteries, to advertise a willingness of WILL_ALWAYS. Upon being disconnected from the permanent power supply, a willingness of WILL_DEFAULT is advertised. As battery capacity is drained, the willingness would be further reduced.
11A.9.8.6 Link code
The link code for each neighbor MP shall be set as the followings:

a)

If the main address of the neighbor is selected as the MPRs of the local MP, its Link Code is MPR_NEIGH.
b)
Otherwise, its Link Code is SYM_NEIGH. 
11A.9.9 Peer link management
An MP maintains the link information, which contains the MAC address of a peer MP (see 11A.2), link metric (an example of airtime cost, see 11A.7) and the MAC address of the MP associating this entry.

11A.9.9.1 Peer link creation


Each time a link appears, the following applies:

a)

The MP shall record the link as a new entry of the link information.




11A.9.9.2 Peer link removal



Each time a link is deleted, the following applies:

a)

The MP shall delete the entry in the link information
b)

The associated entry in the neighbor information shall be removed
c)

The associated entry in the 2-hop neighbor information shall be removed
d)

The MP shall calculate the MPR set, see 11A.9.10
e)

The MP shall calculate the path selection table, see 11A.9.12
f)

The MP may initiate the transmission of a HELLO element, see 11A.9.8.2 
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11A.9.9.3 Link metric
The following applies after the computation procedures of link metric:

a)

The MP shall recode or update its link information with the link metric for the corresponding entry
b)

If the link metric changes, the MP may perform the followings:


1)   a calculation of the MPR information, see 11A.9.10


2)   a calculation of the path selection table, see 11A.9.12


3)   initiating the transmission of a HELLO element, see 11A.9.8.2






· Multipoint Relay (MPR)
MPRs are used to broadcast information elements from an MP into the network while reducing the number of forwarding transmissions that occur in a region. 
Each MP in the network selects, independently, its own set of MPRs among its neighbors. The main addresses of the neighbors which are selected as MPR are advertised with a Link Code = MPR_NEIGH in the HELLO elements.
11A.9.10.1 MPR selection
The selection of MPRs shall occur when changes are detected in the neighbor information or in the 2-hop neighbor information. The selection of MPRs may also occur when a link metric is changed.
The MPRs shall be selected by an MP per interface to satisfy the following conditions:

· through the neighbors in the MPRs, all strict 2-hop neighbors should be reached. This means that the union of the neighbors of the MPRs contains the strict 2-hop neighborhood.
· the MP whose willingness is equal to WILL_NEVER shall not be selected as an MPR
· MPs with higher value of willingness are given priority in MPR selection. In particular, the MP whose  willingness is equal to WILL_ALWAYS shall be selected as an MPR preferably.
· the path metric toward a strict 2-hop neighbor may be optimal

When the MPRs are firstly selected or change, the following applies:

· The main address of MPR MPs shall be recoded or updated as the MPR information.
· An additional HELLO element shall be sent, see 11A.9.8.2.
· An additional TC element may be sent, see 11A.9.11.2.



11A.9.10.2 Recommended MPR Computation (Informative)




The following specifies a recommended heuristic for selection of MPRs. It selects MPRs that enables an MP to reach any MP in the strict 2-hop neighborhood through relaying by one MPR with willingness different from WILL_NEVER.  The heuristic shall be applied per interface: The MPRs for an MP are the union of the MPRs found for each interface.  The following terminology is used in describing the heuristics:
	Terminology
	Description

	Neighbor of an interface
	An MP is a “neighbor of an interface” if the interface (on the MP) has a link to any one interface of the neighbor.

	2-hop neighbors reachable from an interface
	The list of 2-hop neighbors of the MP that can be reached from neighbors of this interface.

	MPR set of an interface
	A (sub)set of the neighbors of an interface with a willingness different from  WILL_NEVER, selected such that through these selected MPs, all strict 2-hop neighbors reachable from that interface are reachable.

	N
	N is the subset of neighbors of the MP, which are neighbor of the interface I.

	N2
	The set of 2-hop neighbors reachable from the interface I, excluding:

(i) the MPs only reachable by members of N with willingness  WILL_NEVER

(ii) the MP performing the computation

(iii) all the neighbors: the MPs for which there exists a link to this MP on some interface

	D(y)
	The degree of a 1-hop neighbor MP y (where y is a member of N), is defined as the number of neighbors of MP y, excluding all the members of N and excluding the MP performing the computation.


The recommended heuristic is as follows:

· Start with an MPR set made of all members of N with willingness equal to WILL_ALWAYS.

· Calculate D(y), where y is a member of N, for all MPs in N.

· Add to the MPR set those MPs in N, which are the only MPs to provide reachability to an MP in N2.  For example, if MP ‘b’ in N2 can be reached only through a neighbor ‘a’ in N, then add MP ‘a’ to the MPR set. Remove the MPs from N2 that are now covered by an MP in the MPR set.

· While there exist MPs in N2 that are not covered by at least one MP in the MPR set:

· For each MP in N, calculate the reachability, i.e., the number of MPs in N2 that are not yet covered by at least one MP in the MPR set, and which are reachable through this 1-hop neighbor;

· Select as an MPR the MP with the highest willingness among the MPs in N with non-zero reachability. In case of multiple choices, we use tie-breakers in the following order:

Maximum reachability (i.e., reachability to the maximum number of MPs in N2);

Maximum degree (D(.))

Optimal radio-aware metric (i.e., the best link quality according to the radio-aware metric);

Remove the MPs from N2 that are now covered by an MP in the MPR set.

· An MP’s MPR set is generated from the union of the MPR sets for each interface. As an optimization, process each MP ‘y’, in the MPR set in increasing order of willingness. If all MPs in N2 are still covered by at least one MP in the MPR set excluding MP ‘y’, and if willingness of MP ‘y’ is smaller than WILL_ALWAYS, then MP ‘y’ may be removed from the MPR set.

Other algorithms, as well as improvements over this algorithm, are possible.  For example, assume that in a multiple-interface scenario there exists more than one link between MPs ‘a’ and ‘b’. If MP ‘a’ has selected MP ‘b’ as MPR for one of its interfaces, then MP ‘b’ can be selected as MPR without additional performance loss by any other interfaces on MP ‘a’.
























11A.9.11 Topology Control (TC) element
This subclause describes the function, generation, sending, forwarding, and processing of the TC element.

11A.9.11.1 Function
The purpose of the TC element is
· to advertise the main addresses and link metric of neighbors at least that select the local MP as an MPR.
· 
11A.9.11.2 Conditions for generating and sending a TC element

An MP shall generate and send a TC element periodically if all of the following applies:
· 
· the time expiration of TC_INTERVAL 
· the MP is selected as an MPR by its neighbor MP
An MP may generate and send a TC element temporary if one of the following applies:
· the change of MPR information
· the change of neighbor information
The content of a TC element shall be as shown in Table s??. An MP shall send a TC element according to “default sending and forwarding algorithum” (described in 11A.9.5.3).
	Table s??  Content of a TC element for generation

	Field
	Value

	Element ID
	Value given in Table 7.26 for the TC element

	Length
	The length of this element

	Vtime
	Validity time during which an MP considers the information contained in this element as valid after its reception, e.g.: TOP_HOLD_TIME

	Originator address
	The main address of the MP

	TTL
	2, 4, or the maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	The sequence number of the MP

	ANSN
	The sequence number associated with the advertised neighbor set, see 11A.9.11.5

	Advertised neighbor main address #1
	The main address of a neighbor in the advertised neighbor set, see 11A.9.11.5

	Link metric #1
	The link metric toward the MP having the neighbor address #1


The list of MAC addresses declared in a TC element is a list of MAC addresses in the advertised neighbor set (11A.9.11.5).





In order to realize the frequency control, an MP may optionally set the TTL field to different values at different times when generating TC elements: With a given TTL value, the frames can reach only a certain fisheye scope and varying the value of TTL field, we can control the frequency of TC element exchange based on the fisheye scopes. In a default behavior, the TTL is alternatively set to 2, 4, and the maximum TTL value in every TC_INTERVAL. If either of the following conditions occurs, however, a TC element should be transmitted immediately with the maximum TTL value:
· Network topology changes (link fails or link comes on-line)
· Quality of link changes (link becomes poor or link improves)
11A.9.11.3 Conditions for forwarding a TC element

An MP shall forward a TC according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The content of a TC element shall be as shown in Table s??.

	Table s??  Content of a TC element for forwading

	Field
	Value

	Element ID
	Value given in Table 7.26 for the TC element

	Length
	As received

	Vtime
	As received

	Originator address
	As received

	TTL
	As received –1

	Hop count
	As received +1

	Sequence number
	As received

	ANSN
	As received

	Advertised neighbor main address #1
	As received

	Link metric #1
	As received



11A.9.11.4 TC processing
Received TC element is subject to certain acceptance criteria. Processing and actions taken depend on the contents of the TC and the information available to the receiving MP.

11A.9.11.4.1 Acceptance criteria

The TC element is discarded if the acceptance criteria of RA-OLSR element (11A.9.5.2) are not satisfied.
Otherwise, the TC element is accepted.

11A.9.8.4.2 Effect of receipt
The following applies only to a TC element that has not been discarded:

The receiving MP shall calculate validity time from the Vtime field of the TC element (as described in 11A.9.5.5). Then the expiration time shall be computed from the validity time and current time where:
    expiration time = current time + validity time

· 
· 



b)
For each of the advertised neighbor main addresses in the received element, the receiving MP shall recode or update its topology information with the advertised neighbor main address as the main address of a destination MP, the originator address as a main address of a last-hop MP, link metric, ANSN and expiration time. 
· c)
If the topology information (except for the expiration time) changes, the MP shall calculate the path selection table, see 11A.9.12. 



· 
· 





· 





11A.9.11.5 Advertised neighbor set

A TC element is sent by an MP in the network to declare a (sub)set of neighbors, called advertised neighbor set, which shall include the neighbors that have selected the sender MP as an MPR. The advertised neighbor set may include the neighbors that have not selected the sender MP as an MPR.
The advertised neighbor sequence number (ANSN) associated with the advertised neighbor set is also sent with the list.  The ANSN number shall be incremented when neighbors are removed from the advertised neighbor set; the ANSN number should be incremented when neighbors are added to the advertised neighbor set.

11A.9.12 Path selection table calculation

11A.9.12.1 General

Each MP shall maintain a path selection table that allows it to select a path of data destined for the other MPs.  The path selection table is based on the information contained in the link information, neighbor information, 2-hop neighbor information, interface association information and the topology information.  Therefore, if any of these information are changed, the path selection table is recalculated to update the path information about each destination in the network.  The path entries may be recorded in the path selection table in the following format:
	MAC address of destination  MP
	MAC address of next hop MP
	Distance
	Path metric
	MAC address of local interface

	R_dest_addr#1
	R_next_addr#1
	R_dist#1
	R_metric#1
	R_iface_addr#1

	R_dest_addr#2
	R_next_addr#2
	R_dist#2
	R_metric#2
	R_iface_addr#2

	”
	”
	”
	”
	”





Each entry in the table consists of R_dest_addr, R_next_addr, R_dist, R_metric and R_iface_addr. Such entry specifies that the MP identified by R_dest_addr is estimated to be R_dist hops away from the local MP with the path metric equal to R_metric, that the neighbor with interface address R_next_addr is the next hop MP in the path to R_dest_addr, and that this neighbor is reachable through the local interface with the address R_iface_addr.  Entries are recorded in the path selection table for each destination in the network for which a path is known.  All the destinations, for which a path is broken or only partially known, are not recorded in the table.


· 
· 
· 
· 
· 

11A.9.12.2 Path selection processing
The path selection table shall be calculated if one of the following applies:

· a 1-hop neighbor appearance or loss
· a 2-hop neighbor appearance or loss
· the change of topology information
· the change of interface association information
Then, an MP shall calculate the path selection table to satisfy the condition:

· From all information, which is known by the MP and not expired, every destination MP should be reached via the next hop MP in the path selection table so that its path metric is optimized. 
An MP shall recode or update the path selection table with the main address of destination MP, the main address of next-hop MP, the distance to the destination MP, and the path metric.
· The update of this path selection information does not generate or trigger any elements to be transmitted, neither in the network, nor in the 1-hop neighborhood.
11A.9.12.3 Recommended path selection algorithm (informative)
This subclause describes the recommended path selection algorithm.
The optimal path may be selected through the following procedure using the neighbor set, the link set, the 2-hop neighbor set and the topology set:

· All the entries from the path selection table are removed. Clear the list of candidate MPs. Initialize the shortest-path tree to only the root MP.

· Call the MP just added to the tree MP V. For each MP W, which is the one-hop neighbor of the tree MP V, calculate the path metric (the accumulation of link metric) M and the distance (the number of hops) D of the resulting path from the root MP to W. M is equal to the accumulation of the link metric of the (already calculated) best path to vertex V and the advertised link metric between vertices V and W.  D is equal to the of the distance of the (already calculated) best path + 1. If M is:

· Worse than or equal to the path metric that already appears for vertex W on the candidate list, then examine the next MP.

· Better than the path metric that appears for W on the candidate list, or if W does not yet appear on the candidate list, then set the entry for W on the candidate list to indicate M from the root MP. The next hop that results from the candidate path for W accordingly is set to the same as the next hop of V.

· If at this step the candidate list is empty, the shortest-path tree (of transit vertices) has been completely built and the algorithm terminates. Otherwise, choose the MP belonging to the candidate list that is closest to the root MP, and add it to the shortest-path tree (removing it from the candidate list in the process).

· The new path entries for the destination MP W is recorded in the path selection table.

· Iterate the algorithm by returning to Step b.

11A.9.13 Interworking through Mesh Portal (MPP)

An MP shall forward a PANN element according to the “MPP announcement protocol” (described in Error! Reference source not found.) if a mesh network may have one or more MPPs which may be connected to one or more LAN segments. Forwarding of PANN element by the MPP into the network follows the procedures given in Error! Reference source not found..

If an MP is not able to determine an inter-mesh path to the destination MAC address, the MP shall assume that the destination is outside the mesh and shall forwards the messages to all active MPPs in the mesh (procedures given in Error! Reference source not found.).

11A.9.14 Associated station discovery

· 
There are three elements for associated station discovery — (1) “Local Association Base Advertisement (LABA)” element, (2) “Local Association Base Checksum Advertisement (LABCA)” element, and (3) “Association Base Block Request (ABBR)” element.

An MAP shall advertise the contents of its LAB in a LABA element or a LABCA element periodically, and its period is specified by LABA_INTERVAL. An ABBR element is sent when it is needed. The policy for choosing to generate LABCA elements instead of LABA elements is left as a choice to the MAP, but the following is suggested:

· If there have been no changes in the Local Association Table for a duration greater than LABA_INTERVAL, the MAP generates LABCA elements.

· If there is a change (i.e., station association or disassociation), it switches back to sending LABA elements.

When a checksum mismatch is detected by an MP receiving the LABCA element, an MP has no contents in its GAB, or an MP needs the required LABA elements, the MP issues an ABBR element, with the list of indexes of required blocks.

11A.9.15 Local Association Base Advertisement (LABA) element

This subclause describes the function, generation, sending, forwarding, and processing of the LABA element.

11A.9.15.1 Function

The purpose of the LABA element is

· to advertise the contents of its LAB

· to send the contents of its LAB to an MPP

· to reply to the ABBR element

11A.9.15.2 Conditions for generating and sending a LABA element 

An MP shall generate a LABA element in the following cases:

Case A: Original Transmission

An MAP generates a LABA element if all of the following applies:

· one of the following applies:

· the LAB of the MAP has changed from the previous transmission of the LABA element

· the MAP is not configured to send a LABCA element

· the LABA_INTERVAL has expired

As an optimization to increase responsiveness of the station discovery protocol to changes in the association tables, a MAP may generate an earlier LABA element in case of change.

When the conditions for the generating a LABA element are satisfied, the MAP shall send out the LABA element in the following cases:

Case A1: Unicast to an MPP

A MAP may send a LABA element to an MPP if all of the following applies:

· the MAP is configured to send a LABA element to an MPP

· the MAP has the active MAC address of MPP

· the MAP has the active inter-mesh path to the MPP

An MP shall send a LABA element according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The content of a LABA element in Case A1 shall be as shown in Error! Reference source not found..

	· Content of a LABA element in Case A1

	Field
	Value

	Element ID
	Value given in Table 7.26 for the LABA element

	Length
	The length of this element

	Vtime
	Validity time during which an MAP considers the information contained in this element as valid after its reception, e.g. GA_HOLD_TIME

	Originator address
	The main address of the MAP

	TTL
	The maximum number of hops allowed for this element

	Hop count
	0

	Sequence number
	The sequence number of the MAP

	MAP address
	The main address of the MAP

	Block index #1
	Index of the block in the LAB

	Number of STA #1
	The number of STAs in the block

	STA address #2
	The MAC address of an associated STA

	STA sequence number #2
	The sequence number of the management frame that an STA sent to the MAP when the STA is associated with or disassociated with the MAP


Case A2: Broadcast

A MAP shall broadcast the LABA element if one of the following applies:

· the MAP is not configured to send a LABA element to an MPP

· the MAP does not have the active MAC address of MPP

· the MAP does not have the active inter-mesh path to the MPP

The “TTL” field of the LABA element is used to control the scope. In the default behavior, the TTL is alternatively set to 1 and the maximum TTL value in every LABA_INTERVAL. 
An MP shall send a LABA element according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The content of a LABA element in Case A2 shall be as shown in Error! Reference source not found..

	· Content of a LABA element in Case A2

	Field
	Value

	Element ID
	Value given in Table 7.26 for the LABA element

	Length
	The length of this element

	Vtime
	Validity time during which an MAP considers the information contained in this element as valid after its reception, e.g.: GA_HOLD_TIME

	Originator address
	The main address of the MAP

	TTL
	The maximum number of hops allowed for this element, or 1

	Hop count
	0

	Sequence number
	The sequence number of the MAP

	MAP address
	The main address of the MAP

	Block index #1
	Index of the block in the LAB

	Number of STA #1
	The number of STAs in the block

	STA address #2
	The MAC address of an associated STA

	STA sequence number #2
	The sequence number of the management frame that an STA sent to the MAP when the STA is associated with or disassociated with the MAP


Case B: Reply to ABBR element

An MP shall generate a LABA element if all of the following applies:

· The Destination Address of the ABBR is the same as the MAC address of the receiving MP

· The Sequence Number of the ABBR is greater than the Sequence Number of the last ABBR received from the same originator address.

When the above conditions for the generation of a LABA element are satisfied, the MP shall send out the LABA element in the following cases:

Case B1: Block Index is not 254 nor 255, the mismatch detection (Bit 0) of flag field is true

An MP shall unicast a LABA element to the originator address of the receiving ABBR, or shall broadcast a LABA element according to “default sending and forwarding algorithum” (described in 11A.9.5.3).. The content of the LABA element in Case B1 shall be as shown in Error! Reference source not found..

	· Content of a LABA element in Case B1

	Field
	Value

	Element ID
	Value given in Table 7.26 for the LABA element

	Length
	The length of this element

	Vtime
	Validity time during which an MP considers the information contained in this element as valid after its reception, e.g. GA_HOLD_TIME

	Originator address
	The main address of the MAP

	TTL
	The maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	The sequence number of the MAP

	MAP address
	The main address of the MAP

	Block index #1
	Index of the block in the LAB, which is contained in the received ABBR, 

or all blocks in the LAB

	Number of STA #1
	The number of STAs in the block

	STA address #2
	The MAC address of an associated STA in the block

	STA sequence number #2
	The sequence number of the management frame that an STA sent to the MAP when the STA is associated with or disassociated with the MAP


Case B2: Block Index is not 254 nor 255, the mismatch detection (Bit 0) of flag field is false

An MP shall unicast a LABA element to the originator address of the receiving ABBR according to “default sending and forwarding algorithum” (described in 11A.9.5.3).. The content of the LABA element in Case B2 shall be as shown in Error! Reference source not found..

	· Content of a LABA element in Case B2

	Field
	Value

	Element ID
	Value given in Table 7.26 for the LABA element

	Length
	The length of this element

	Vtime
	Validity time during which an MP considers the information contained in this element as valid after its reception, e.g. GA_HOLD_TIME

	Originator address
	The main address of the MP

	TTL
	The maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	The sequence number of the MP

	MAP address
	The MAC address in the MAP address field of the received ABBR element

	Block index #1
	Index of the block in the LAB, which is contained in the received ABBR, 

or all blocks in the LAB

	Number of STA #1
	The number of STAs in the block

	STA address #2
	The MAC address of an associated STA in the block

	STA sequence number #2
	The sequence number of the management frame that an STA sent to the MAP when the STA is associated with or disassociated with the MAP


Case B3: Block Index = 254

An MP shall send a LABA element that contains all contents of its LAB to the originator address of the receiving ABBR element, according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The content of each LABA element in Case B3 shall be as shown in Error! Reference source not found..

	· Content of a LABA element in Case B3

	Field
	Value

	Element ID
	Value given in Table 7.26 for the LABA element

	Length
	The length of this element

	Vtime
	Validity time during which an MP considers the information contained in this element as valid after its reception, e.g. GA_HOLD_TIME

	Originator address
	The main address of the MAP

	TTL
	The maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	The sequence number of the MAP

	MAP address
	The MAC address in the MAP address field of the received ABBR element

	Block index #1
	Index of the block in the LAB

	Number of STA #1
	The number of STAs in the block

	STA address #2
	The MAC address of an associated STA in the block

	STA sequence number #2
	The sequence number of the management frame that an STA sent to the MAP when the STA is associated with or disassociated with the MAP


Case B4: Block Index = 255

The MP shall send the LABA elements that contain all contents of its GAB to the originator address of the receiving ABBR element, according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The contents of the GAB are divided into several LABA elements that have the same MAC address of the MAP. The content of each LABA element in Case B4 shall be as shown in Error! Reference source not found..

	· Content of a LABA element in Case B4

	Field
	Value

	Element ID
	Value given in Table 7.26 for the LABA element

	Length
	The length of this element

	Vtime
	Validity time during which an MP considers the information contained in this element as valid after its reception, e.g. GA_HOLD_TIME

	Originator address
	The main address of the MP

	TTL
	Maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	The sequence number of the MP

	MAP address
	The MAC address for the MAP that is corresponding to the blocks of the LABA element

	Block index #1
	Index of the block in the LAB

	Number of STA #1
	The number of STAs in the block

	STA address #2
	MAC address of an associated STA in the block

	STA sequence number #2
	The sequence number of the management frame that an STA sent to the MAP when the STA is associated with or disassociated with the MAP


11A.9.15.3 Conditions for forwarding a LABA element

An MP shall forward the received LABA element in the following cases:

Case C1: Broadcast

An MP shall forward a LABA according to the “default sending and forwarding algorithm” (described in 11A.9.5.3) if 
the LABA element has received with broadcast address in the address 1 (RS/DA).

Case C2: Unicast

An MP shall unicast a LABA element if 
the LABA element has received with unicast address in the address 1 (RS/DA) and the MP is not the destination address of the LABA element

· 
· 
The content of a LABA element in Case C2 shall be as shown in Error! Reference source not found..

	· Content of a LABA element in Case C2

	Field
	Value

	Element ID
	Value given in Table 7.26 for the LABA element

	Length
	As received

	Vtime
	As received

	Originator address
	As received

	TTL
	As received –1

	Hop count
	As received +1

	Sequence number
	As received

	MAP address
	As received

	Block index #1
	As received

	Number of STA #1
	As received

	STA address #2
	As received

	STA sequence number #2
	As received


11A.9.15.4 LABA processing

Received LABA element is subject to certain acceptance criteria. Processing and actions taken depend on the contents of the LABA element and the information available to the receiving MP.

11A.9.15.4.1 Acceptance criteria

The LABA element is discarded if any of the following is true:

· The acceptance criteria of RA-OLSR element (11A.9.5.2) is not satisfied. 
· (The Destination Address is not equal to the receiving address) AND (the received LABA element was unicasted)

Otherwise, the LABA element is accepted.

11A.9.15.4.2 Effect of receipt

The following applies only to a LABA element that has not been discarded:

· The receiving MP shall recode or update its GAB with the Block Index, STA address, STA sequence number and Vtime, and set the originator address of the LABA element as the corresponding STA address.

· For each STA address in the LABA element, if there exists the STA address in the LAB and its STA sequence number in the LABA > an STA sequence number in the LAB, the receiving MP may delete the STA address and the STA sequence number in its LAB.

11A.9.16 Local Association Base Checksum Advertisement (LABCA)

This subclause describes the function, generating, forwarding, and processing of the LABCA element.

11A.9.16.1 Function

The purpose of the LABCA element is

· to replace the generation of LABA element to advertise the checksum of its LAB

11A.9.16.2 Conditions for generating a LABCA element

A MAP shall generate and broadcast a LABCA element in the following cases:

Case A: Original Transmission

A MAP shall generate a LABCA element if all of the following applies:

· the LAB of the MAP has not changed from the previous transmission of the LABA element or LABCA element

· the MAP is configured to send a LABCA element

· the LABA_INTERVAL has expired

An MP shall send a LABCA element according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The content of a LABCA element in Case A shall be as shown in Error! Reference source not found..

	· Content of a LABCA element in Case A

	Field
	Value

	Element ID
	Value given in Table 7.26 for the LABCA element

	Length
	The length of this element

	Vtime
	Validity time during which an MAP considers the information contained in this element as valid after its reception, e.g. GA_HOLD_TIME

	Originator address
	The main address of the MAP

	TTL
	Maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	The sequence number of the MAP

	Block index #1
	Index of the block in the LAB

	Block checksum #1
	The checksum of the block, which is given in 11A.9.16.5


· Conditions for forwarding a LABCA element

An MP shall forward a LABCA element according to the “default sending and forwarding algorithm” (described in11A.9.5.3)
.
11A.9.16.3 LABCA processing

Received LABCA element is subject to certain acceptance criteria. Processing and actions taken depend on the contents of the LABCA and the information available to the receiving MP. 

11A.9.16.4.1 Acceptance criteria

The LABCA element is discarded if the acceptance criteria of RA-OLSR element (11A.9.5.2) is not satisfied.

· 
Otherwise, the LABCA element is accepted.

11A.9.16.4.2 Effect of receipt

The following applies only to a LABCA element that has not been discarded:

· For each Block Index in the LABCA element, the receiving MP shall calculate the checksum of the block for the originator of LABCA element in its GAB (see 11A.9.16.5). 

· If the checksum calculated in step a) is the same with the block checksum in the LABCA element, the MP shall update its GAB with Vtime.

· If the checksum calculated in step a) is not the same with the block checksum in the LABCA element, the receiving MP shall delete the block in its GAB and initiate the transmission of an ABBR element to the originator address in the LABCA element (see 11A.9.17.2, Case A).

11A.9.16.5 Checksum calculation

The other subclauses use the fact that a checksum is calculated and verified. In this subclause, a procedure for performing checksum calculation is provided: For a block with a given index,

· All the corresponding association information, appropriately either in the LAB or in the GAB, is retrieved.

· They are converted in a sequence of octets: (STA address, STA sequence number).

· They are sorted by increasing order.

· They are concatenated as the sequence of octets.

· CRC32 function is applied to the sequence of octets.

· The result of the CRC32 function is used to represent the checksum.

11A.9.17 Association Base Block Request (ABBR) element

This subclause describes the function, generating, forwarding, and processing of the ABBR element.

11A.9.17.1 Function

The purpose of the ABBR element is

·  to request the latest LABA of the received LABCA element of the originator MAP

·  to request the required LABA of any MAP

11A.9.17.2 Conditions for generating an ABBR element

An MP shall generate an ABBR element in the following cases:

Case A: Mismatch the received LABCA element

All of the following applies:

·  an MP checks its own GAB corresponding to the received LABCA element of the originator MAP and detects a mismatch.

An ABBR element that includes a list of the mismatched Block Indexes is generated and is sent to the originator MAP of the mismatching LABCA element. 

An MP shall send an ABBR element according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The content of an ABBR element in Case A shall be as shown in Error! Reference source not found..

	· Content of a ABBR element in Case A

	Field
	Value

	Element ID
	Value given in Table 7.26 for the ABBR element

	Length
	Length of the element

	Vtime
	0

	Originator address
	The main address of the MP

	TTL
	Maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	Sequence number of the MP

	Flags
	Bit 0 is set to 1 for LABCA mismatch

	MAP address
	The MAC address of the originator of the received LABCA element

	Block index #1
	Index of the mismatch block in the LABCA element


Case B: Requiring LAB Block(s)

An ABBR element that includes the list of the required Block Index(es) is generated and is sent to a MP/MAP or an MPP. 

Case B1: Requiring LAB Block(s) of a MAP (Block Index is not 254 nor 255)

An MP generates an ABBR element if all of the following applies:

·  an MP needs the required LABA element (e.g., the MP wants to maintain the GAB proactively even through some LABA elements are expired)

·  an MP knows the main address of the MAP of the required LABA element

·  an MP knows the Block Index(es) of the required LABA element

An MP shall send an ABBR element according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The content of an ABBR element in Case B1 shall be as shown in Error! Reference source not found..

	· Content of a ABBR element in Case B1

	Field
	Value

	Element ID
	Value given in Table 7.26 for the ABBR element

	Length
	Length of the element

	Vtime
	0

	Originator address
	The main address of the MP

	TTL
	Maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	Sequence number of the MP

	Flags
	Bit 0 is set to 0 for requiring LABA

	MAP address
	The main address of the MAP of the required LABA

	Block index #1
	Index of the required block


Case B2: Requiring the entire LAB Block(s) of a MAP (Block Index = 254)

An MP generates an ABBR element if all of the following applies:

·  an MP needs the required LABA element (e.g., the MP wants to maintain the GAB proactively even through some LABA elements are expired)

·  an MP knows the main address of the MAP of the required LABA element

An MP shall send an ABBR element according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The content of an ABBR element in Case B2 shall be as shown in Error! Reference source not found..

	· Content of a ABBR element in Case B2

	Field
	Value

	Element ID
	Value given in Table 7.26 for the ABBR element

	Length
	21

	Vtime
	0

	Originator address
	The main address of the MP

	TTL
	Maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	Sequence number of the MP

	Flags
	Bit 0 is set to 0 for requiring LABA

	MAP address
	The main address of the MAP of the required LABA

	Block index
	254


Case B3: Requiring the entire LAB Block(s) of all MAPs (Block Index = 255)

An MP generates an ABBR element if all of the following applies:

·  an MP needs the required LABA elements (e.g., the MP wants to maintain the GAB proactively even through some LABA elements are expired)

An MP shall send an ABBR element according to “default sending and forwarding algorithum” (described in 11A.9.5.3). The content of an ABBR element in Case B3 shall be as shown in Error! Reference source not found..

	· Content of a ABBR element in Case B3

	Field
	Value

	Element ID
	Value given in Table 7.26 for the ABBR element

	Length
	21

	Vtime
	0

	Originator address
	The main address of the MP

	TTL
	Maximum number of hops allowed for this information element

	Hop count
	0

	Sequence number
	Sequence number of the MP

	Flags
	Bit 0 is set to 0 for requiring LABA

	MAP address
	The broadcast address

	Block index
	255


11A.9.17.3 Conditions for forwarding an ABBR element

An MP shall forward an ABBR element according to “default sending and forwarding algorithum” (described in 11A.9.5.3) if the Destination Address is not equal to the receiving address. 

The content of an ABBR element shall be as shown in Error! Reference source not found..

	· Content of an ABBR element for forwarding

	Field
	Value

	Element ID
	Value given in Table 7.26 for the ABBR element

	Length
	As received

	Vtime
	As received

	Originator address
	As received

	TTL
	As received -1

	Hop count
	As received +1

	Sequence number
	As received

	Flags
	As received

	MAP address
	As received

	Block index
	As received


11A.9.17.4 ABBR processing

Received ABBR elements are subject to certain acceptance criteria. Processing and actions taken depend on the contents of the ABBR and the information available to the receiving MP.

11A.9.17.4.1 Acceptance criteria

The ABBR is discarded if any of the following is true:

·  the acceptance criteria of RA-OLSR element (11A.9.5.2) is not satisfied
·  The Destination Address is not equal to the receiving address
Otherwise, the ABBR element is accepted.

11A.9.17.4.2 Effect of receipt

The following applies only to an ABBR element that has not been discarded:

· The receiving MP shall initiate the transmission of a LABA element to the originator address in the ABBR element (see Error! Reference source not found., Case B).

11A.9.18 Associated station discovery basic mechanism

Upon requesting the transmission to an STA, an MP shall process the following procedures until the association information of the STA has been found:

· the MP shall search its own GAB

· the MP may generate an ABBR element

Otherwise, the MP shall forward the data frame to all active MPPs in the mesh network, but there is no MPP available the MP has a problem that is efficiently solve it by putting the data frame in the bit bucket.

11A.9.19 Values for contant and parameter
This subclause describes the values for the parameters used in the RA-OLSR protocol.

11A.9.19.1 Setting emission intervals and validity times

The value for constant C shall be the following:


C = 0.0625 seconds

C is a scaling factor for the “validity time” and “emission interval” calculation (11A.9.5.5). In order to achieve interoperability, C should be the same on all MPs.
The “validity time” advertisement is designed such that MPs in a network may have different and individually tunable emission intervals, while still interoperates fully.  For protocol functioning and interoperability to work:

· The advertised validity time shall always be greater than the emission interval of the advertised information. 
· 
· The emission intervals, along with the advertised validity times (subject to the above constraints may be selected on a per MP basis).


11A.9.19.2 Recommended values (informative)
HELLO_INTERVAL = 2 seconds


TC_INTERVAL = 15 seconds

MID_INTERVAL = TC_INTERVAL

LABA_INTERVAL = 10 seconds

MAXJITTER= HELLO_INTERVAL / 4

NEIGHB_HOLD_TIME = 3 * HELLO_INTERVAL

TOP_HOLD_TIME = 3 * TC_INTERVAL


MID_HOLD_TIME = 3 * MID_INTERVAL

GA_HOLD_TIME = 3 * LABA_INTERVAL






· 
· 

· 
· 

· 
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Abstract


This submission provides new updated texts for RA-OLSR protocol, which completely replace those in Clause 11A.9 of the current draft IEEE P802.11sTM/D1.05.
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