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1 Executive Summary
The Secure Nomadic Wireless Mesh (SnowMesh) is a draft proposal for a standard in support of a wireless, multihop network that satisfies the requirements of the PAR[3] and Functional Requirements[7] set forth by the 802.11s ESS Mesh Working Group of the 802.11 Standards group.  An architecture for the design and operation of a wireless system to extend the capabilities of the 802.11 networks beyond the reach of a single radio link hop is provided.  
The key features of SnowMesh  are to provide a self-configuring, secure wireless infrastructure that will support the normal, ubiquitous 802.11 clients (STAs) operating in infrastructure mode access to the multihop wireless network in a transparent fashion.  The scheme is intended to operate with any standard 802.11 PHYs and each device can support multiple radios.  The maximum size of a mesh is expected to be approximately 32 nodes where each node can serve as an access point and a mesh router.  The number of clients is not restricted, but will be limited by performance or QoS constraints.
The SnowMesh networks are intended to provide a rapidly deployable, flexible system that can support diverse applications such as Public Safety, and Small Home/Small Office (SOHO) environments.  This architecture is designed to be extendable to support special circumstances (e.g., low power, high-mobility) and to accommodate technological innovations in areas such as routing, security and quality of service.
This proposal defines a framework for extending 802.11 features for a wireless multihop network operating at the Data Link Layer.  It is a goal of the architecture to be backwards compatible to existing 802.11 STA functionality and existing 802.11 PHYs[1].  In addition, the framework will require minimal changes to the existing 802.11 protocols, with the majority of mesh functions implemented within existing frame types and formats.  
2 Definitions
The following core terms are used to describe IEEE 802.11s basic concepts[6]
1. WLAN Mesh – A WLAN Mesh (previously known as ESS Mesh) is an IEEE 802.11-based WDS which is part of a DS, consisting of a set of two or more Mesh Points interconnected via IEEE 802.11 links and communicating via the WLAN Mesh Services. A WLAN Mesh may support zero or more entry points (Mesh Portals), automatic topology learning and dynamic path selection (including across multiple hops). 

2. 
WLAN Mesh Services – The set of services provided by the WLAN Mesh that support the control, management, and operation of the WLAN Mesh, including the transport of MSDUs between Mesh Points within the WLAN Mesh. WLAN Mesh Services supplement DSS (Distribution System Services). 

3. 
Mesh Point - Any IEEE 802.11 entity that contains an IEEE 802.11–conformant Medium Access Control (MAC) and Physical Layer (PHY) interface to the Wireless Medium (WM), that is within a WLAN Mesh, and that supports WLAN Mesh Services. 

4. 
Mesh AP - Any Mesh Point that is also an Access Point.

5. 
Mesh Portal - A point at which MSDUs exit and enter a WLAN Mesh to and from other parts of a DS or to and from a non-802.11 network. A Mesh Portal can be collocated with an IEEE 802.11 portal. 

6. 
Mesh Link - A bidirectional IEEE 802.11 link between two Mesh Points. 

7. 
Mesh Path - A concatenated set of connected Mesh Links from a source Mesh Point to a destination Mesh Point. 

8. 
Mesh Path Selection – The process of selecting Mesh Paths. 

9. 
Path Metric – Criterion used for Mesh Path Selection. 

10. Mesh Topology – A graph consisting of the full set of Mesh Points and Mesh Links in a WLAN Mesh. 

11. Mesh Neighbor - Any Mesh Point that is directly connected to another Mesh Point with a Mesh Link. 

12. Mesh Unicast - Frame forwarding mechanism for transporting MSDUs to an individual Mesh Point within a WLAN Mesh. 

13. Mesh Multicast - Frame forwarding mechanism for transporting MSDUs to a group of Mesh Points within a WLAN Mesh. 

14. Mesh Broadcast - Frame forwarding mechanism for transporting MSDUs to all Mesh Points within a WLAN Mesh. 

3 Abbreviations and Acronyms
	Term
	Description

	AAA
	Authentication, Authorization and Accounting

	ACK
	Acknowledgement

	AES-CCMP
	AES Counter mode CBC MAC Protocol

	AP
	Access Point

	AS
	Authentication Server

	CRC
	Cyclic Redundancy Check

	CTS
	Clear to Send

	DEK, DIK
	Data Encryption Key, Data Integrity Key, DEK,DIK,EEK,EIK collectively called PTK

	EAPOL
	Extensible authentication protocol over LAN (aka 802.1X)

	EEK, EIK
	EAPOL Encryption Key, EAPOL Integrity Key

	ESS
	Extended Service Set

	GEK,GIK
	Group Encryption Key, Group Integrity Key, Collectively called GTK [Used in TKIP]

	GMK
	Group Master Key

	GTK
	Group Transient Key

	LLC
	Logical Link Control

	MAC
	Medium Access Controller

	MAP
	Mesh Access Point

	MG
	Multicast Group 

	MIC
	Message Integrity Code

	MID/MSSID
	Mesh ID/ Mesh SSID

	MIND
	Mesh Initialization and Network Discovery

	MK
	Master Key

	MNM
	Mesh Network Maintenance

	MP
	Mesh point

	MAP
	Mesh Point with Access Point capability

	MPDU
	MAC protocol data unit

	MSDU
	MAC service data unit

	NA
	Neighbor Advertisement

	δ-NA
	Delta-Neighbor Advertisement (only reports changes from previous NA message)

	Φ-NA
	Null-Neighbor Advertisement (no changes from previous NA message to report)

	NS
	Neighbor Solicitation

	PHY
	Physical Layer

	PMK
	Pair-wise Master Key

	PTK
	Pair-wise Transient Key

	QoS
	Quality of service

	RSN
	Robust Security Network

	RSSI
	Receive Signal Strength Indicator

	RTS
	Request to send

	RX
	Receiver

	SLRP
	Simple Link-state Routing Protocol

	SSID
	Service set identifier

	STA
	Station

	TBC
	To be confirmed 

	TBD
	To be determined

	TGe
	802.11 Task Group e  - Quality of Service

	TGs
	802.11 Task Group s  - WLAN Mesh Networking

	TKIP
	Temporal Key Integrity Protocol

	TTL
	Time to live

	TX
	Transmitter

	WDS
	Wireless Distribution System


4 General Description
4.1 Motivation
The Secure Nomadic Wireless Mesh (SnowMesh) is an architecture in support of the concepts and goals of the 802.11s ESS Mesh WG PAR.  The intent is to provide a multihop wireless system that can extend the operation of an 802.11 BSS to allow for routing and/or bridging of frames across a collection of Access Points comprising a mesh.  Modifications to the standard MAC of these access points are proposed that will provide the services needed to support the following properties:
· Self-configuration of the mesh that accommodates the entry and exit of mesh points
· Layer 2 routing and path selection across the mesh using metrics on the 802.11 links.

· Secure transport of the data across the mesh is provided
· Clients and STAs will not require any modifications to access the network or to interact with the mesh access points in order to use the mesh.
· The mesh points will operate on standard 802.11 PHYs
· The communication between mesh points will be based on WDS concepts
· The changes to the 802.11 MAC shall be minimized to maintain backward compatibility and to provide easier implementation and integration.

The Wireless Distribution System, WDS, as defined in the 802.11 specification, is a system that supports interconnecting BSS through the wireless medium.  A WDS basically uses wireless-to-wireless bridging in order to provide a wireless multi-hop network comprised of a number of interconnected APs.  A single WDS-enabled AP assumes multiple roles at the same time.  It can service local wireless clients of the WLAN infrastructure and it can maintain bridged backbone wireless connections to similarly enabled access points in a hierarchical tree.  To achieve this, the operational channel and the Service Set Identifier (SSID) of all interconnected APs will need to be the same for the WLAN that is controlled by the AP and for the wireless links to the other APs.  An example of a bridged WDS system is shown in Figure 1.  The WDS is intended to provide for quick and easy network setup in areas that require temporary network services where cabling is difficult, such as disaster areas or battlefields. 

However, there are several shortcomings of the WDS system.  First, the bridging scheme uses a spanning tree structure, but this is not always the best scheme to determine the route for data to travel.  There may be other routes through the wireless backbone that offer advantages, such as a shorter path or less congested path.  Also, the bridging scheme is susceptible to looping and is slow to adapt to changes (such as mobility).  Second, security for the WDS links is not well defined or specified.  The current status of the WDS leaves the system vulnerable to attacks such as hijacking and denial of service. Currently, there is no method to authenticate an AP that is creating a WDS link.  Third, the quality of service that is intended to be provided through the 802.11e standard is not supported through the bridged WDS network.  Fourth, the set up of the WDS can be either manual or learned, but it is not possible to allow for multiple exit points (portals) to the network.  

The proposed WLAN Mesh standard is intended to address some of these problems. 
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Figure 1: Example Bridged Multihop Network
4.2 WLAN Mesh Overview

The WLAN mesh is intended to provide extendibility to existing wired and wireless LANs into areas that are difficult to wire or cable.  These can be existing buildings, outdoor spaces or temporary locations such as conventions or disaster scenes or mobile environments. 
4.2.1 Rationale
A conventional WLAN in infrastructure mode is a single hop network in a star topology where clients or stations communicate with an Access Point that controls the communication.  The AP will forward traffic to the destination client or it will bridge the traffic to an external network through its portal (if an external network is attached). The intent of the WLAN mesh is to provide support for a wider variety of network topologies by allowing nodes (APs and/or relays) to store and forward traffic among each other.  This will provide extendibility, robustness, scalability and flexibility.
The store and forward functions of a network are generally provided by functions in Layer 3 of the common communications standard.  In the WLAN mesh, we are advocating a Layer 2 solution versus the traditional Layer 3 approach.  There are several reasons for adopting this approach. The main reason is that given our key assumptions on a single domain and a limited number of participants, it is possible to efficiently set up the mesh network and route the traffic within the domain.  This can be done without the involvement of the higher layer, reducing the number and simplifying the allocation of higher layer addresses (e.g., IP addresses and subnets) and reducing the number of entities that the higher layer must control.  In cases of mobility this can be a significant savings.  

A second tradeoff concerns Layer 2 routing versus Layer 2 Bridging.  It is generally accepted that Layer 2 Bridging is an efficient organization and store and forward method for wired and wireless LANs, for the reasons given above.  However, there are certain situations where it is desirable to have greater control over the network set up and routing methods than is provided by learning bridges, as briefly outlined in the previous section.  In particular, if there are multiple gateways from the WLAN, a bridge will only use one while a routing method could use both, improving throughput. 
Security is also a concern in the mesh WLAN network.  The 802.11i standard [20]does not address the issues unique to the WLAN Mesh, such as verifying that only appropriate entities participate in the routing scheme.  There are no provisions for authenticating the parties in a WDS link and this is crucial for operating a mesh.
A goal of this WLAN mesh proposal is to maintain compatibility with standard stations so that they require no modifications of any type to gain access to the services of a WLAN mesh.  This framework makes a minimum of modifications to the 802.11 standard to support the mesh function.
4.2.2 Applications
WLAN Mesh networks are intended for use in many application domains.  They can be used in SOHO environments to interconnect devices such as printers, computers, set top boxes, external storage, smart appliances, etc.  In a traditional WLAN, if the devices could not be covered or adequately served by a single AP, then one would need to provide a second AP and then connect the APs on a LAN, typically using a cable.  With a WLAN Mesh, the mesh APs can communicate directly, reducing the need for the backbone LAN cable.  In addition, it is much easier to move mesh APs as they are not tied down by the cables.  It is also possible to embed the mesh point functions directly into the devices, eliminating the need for separate APs.

Another collection of applications is related to emergency response needs.  A WLAN mesh can be established at the scene of an accident or fire, allowing the first responders to communicate with each other, with their commanders and possibly to remote locations.  Many services, in addition to voice, can be provided over such networks such as sensor data, video feeds and location information.

This architecture is envisioned as appropriate for embedding in small devices in order to enable a pervasive environment of intelligent communicating devices.  Some examples include a printer, a VOIP phone, a navigation device or a camera could be equipped with this type of device to perform a form of ad hoc communication.  The device joins a mesh network and the device can send and receive messages on behalf of itself or store and forward messages from other devices in the mesh. In a military application the mesh communication capability is included in the soldier’s equipment or weapons and serves as its local communication medium.

In general, this framework addresses applications that have limited mobility of stations and other participants in the mesh.  
4.2.3 Operational Modes
Mesh Networks are envisioned to operate in several modes with respect to the applications they are used for.  It is the intent of this standard to provide the framework for supporting as many of these types of applications as is reasonable.  For example, the network may be a standalone network or it may be connected to one of more external networks.  It may be operated as an open network or it may have several types of security in force.  The mesh can also support various levels of mobility among the clients and among the mesh points themselves.   
4.3 SnowMesh  Framework
4.3.1 General Description
SnowMesh addresses many of the issues posed by the WDS concept.  The design philosophy of the SnowMesh is to define a basic set of capabilities and services that must be supported by all mesh points.  These are described in Section 6.  However, it will be possible to define alternate services through agreements between the mesh points that will improve the performance for particular circumstances.  This basic set is intended to provide for a simple implementation rather than an attempt to tailor for any given scenario and is the focus of this proposal. An overview of the SnowMesh concept can be found in [ref].
In particular, the SnowMesh will define a basic routing mode that must be included in all implementations, although it will be relatively easy to provide alternate routing schemes.

The SnowMesh will be designed to operate in several security modes.  There will be an open mode in which there is no security and there will be secure modes.  A basic secure mode will be defined that is an extension to the 802.11i protocols.  In addition, there will be a decentralized security mode. Other areas in which a basic scheme will be proposed include QoS and power saving.  These will also be extendable. 

A procedure for automatically forming and initializing a mesh is described and the necessary procedures for operating the mesh once established will be detailed.  
The SnowMesh supports multiple radios at a mesh point.  Multiple radios have the potential for better performance as there is less contention for the channel than in a single radio case.  Uniform methods of operation are defined that maintain transparency of the number of radios in use, yet provide efficient utilization.  In particular, the basic routing scheme operates over a single radio or multiple radios and the mesh can contain a mix of such devices.

The mesh is also designed to require a minimum of changes to the existing 802.11 MAC.  A small change is proposed for the frame format of a mesh message, only two new messages are defined and most management and control messages are reused with very few changes. 
4.3.2 Capabilities
4.3.2.1 Architecture

A mesh will consist of a collection of wireless nodes, called mesh points (MPs) that have the same SSID and are providing mesh services.  A mesh point that contains Access Point functionality is known as a mesh access point (MAP).    For the purposes of this proposal, all MPs will also be MAPs unless explicitly defined otherwise.  A MAP is  be configurable to accept (or not) certain clients and other mesh points or APs.  If a MAP is intended to serve as just a relay node (MP only) then it will be configured to not accept clients.   It is felt that since many of the AP functions must be implemented in all MPs, that the MAP would be the basic element  In the rest of this document, we will use MP to denote the context in which either a MAP or a relay node MP is being described and MAP in the context in which an MP with AP functionality and associated clients is being described..
An MP device consists of one or more 802.11 radios where each radio can be any 802.11 PHY type (e.g., a, b or g).  Each device is controlled by the SnowMesh 802.11s MAC protocol as shown in Figure 2.  If there are multiple radios residing in the MP, then each will be operated on a different channel (frequency), preferably non-overlapping.  Each PHY is directly controlled by a dedicated MAC called the Port MAC.  The Port MAC of each radio will operate much like an AP in 802.11 BSS mode.  The overall operation of the mesh point is controlled by the Mesh Management Module that directs the Port MAC of each radio and provides overall coordination.  
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Figure 2: MAP Architecture
The collection of ports of an MP will be designated by a single MAC address and each radio will be designated by a Port ID if it is necessary to identify the particular port.  Once a Port is configured to operate on a specific channel, it shall remain on the channel unless directed by the Mesh Management module to change.
Each Port is configurable to accept clients and or mesh links.  In general, a single radio can communicate with both clients and other mesh points on the same channel.  For access control, the MAP may use access lists to identify the particular clients and MAPs with whom it will establish communication links.

If a MAP Port is configured to accept clients, then clients can associate with a single MAP by communicating with the MAP through the Port.  This is identical to the normal 802.11 association process from the client point of view.   As in a normal BSS, a client can only associate with one MAP at any time.  (Possible extensions may be supported in accordance with 802.11r  Fast Roaming in the future).  The overall association policy for the ports is controlled by the mesh management module.  
An MP communicates directly with another MP by establishing a mesh link with that MP.  Control messages are defined to accomplish association between MPs and to establish the mesh links.  The mesh links are only possible if both sender and receiver have ports that are operating with the same PHY on the same channel.
An MP may contain one or more portals for connecting to another external network.  The external network is assumed to be another 802.1 network such as an 802.11 network, another 802.11s mesh network or an 802.1d (Ethernet) wired network.  These portals will provide the translation and control necessary to interface with these networks.  Each portal is assigned a separate MAC addresses from the MAC address of the MP.
A special case of the MAP architecture is one in which the unit has an attached client STA.  The client is then internally associated with the MAP and certain efficiencies can be implemented.  However, from the architectural point of view, the client appears as a normally associated 802.11 client.  This is envisioned as appropriate for use in devices as an embedded MAP as their communication mechanism.  Some examples such as a printer, a VOIP phone, a soldier’s communicator, a navigation device or a camera could be equipped with this type of MAP to perform its local communication functions.  The device could use its MAP to join a mesh network, perhaps in the office, and the MAP would send and receive messages on behalf of the device and would also be capable of forwarding messages from other participants in the mesh. 

Overall, the mesh is designed to accommodate around 32 mesh points.  Each mesh point is capable of supporting multiple clients.  The exact number of clients supportable in the mesh is not predefined but will depend on the policies in effect, the traffic generated by each client and the resulting load on the mesh.  The load on the mesh will depend on the traffic source-destination pairs, the network topology, the routing scheme and any congestion control that is in effect.
4.3.2.2 Network Topology

The mesh network will be a two-tiered network consisting of the MPs as the first tier and the clients as the second tier.  The mesh is identified by a single common SSID.  The second tier is defined by the client to MAP links.  This is similar to the local access service area of a traditional AP.  The clients will associate and form communication links to an MAP in the normal 802.11 fashion for BSS mode.  
The MPs will establish one-hop mesh links to one or more MPs that are in their one-hop neighborhood.  The mesh links are established as a bidirectional link, however, we will consider them as two directional links as their properties may be different in each direction (e.g., quality and load).  The first tier network is then formed by having the MPs exchange topology information that is used to determine routes between MPs within the mesh.   

The directional mesh links are characterized by the following information:

((Source MAC1, Source Port ID1), (Dest Mac2, Dest Port ID2), Channel ID) 
where Channel ID identifies the PHY and the Channel number
The mesh topology is defined as the collection of mesh links among the mesh points in the mesh (i.e., with the same SSID) and the collection of links from clients to mesh points.  The backbone mesh topology is the collection of links between the MPs.  The mesh is connected if there exists a path between all of the mesh points and is not connected otherwise.

The communication access service allows data transfer between any two clients in the mesh, a client to a destination on an external network connected through a portal or a client to any of the mesh points in the mesh.  An example of a mesh network is given in Figure 3.  In this example, there are eight MAPs supporting twenty clients (STAs), three of the MAPs contain portals with connections to external networks.  The MAPs each have a single radio which implies the entire mesh is operating on a single channel.  There are normal 802.11 BSS links and mesh links between MAPs.  All of the MAPs are able to accept clients.  
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Figure 3: Example Mesh Network for Single Radio Devices
Another example of a mesh network is given in Figure 4 below.  In this case, the MAPs have two radios and a channel allocation is shown, but there are many additional possibilities for channel allocations. We note that it is possible for an MP to connect to another MP on more than one mesh link.  This should not cause confusion as we carry through the Port ID to identify the radio channel associated with the intended link.
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Figure 4: Example Mesh Network for Multiple Radio Devices
4.3.2.3 Addressing

The source and destination addresses of frames are specified as standard 48-bit IEEE 802 MAC addresses as defined in 5.2 of IEEE Std 802-199.

The mesh will support unicast, multicast and broadcast (reorderable) services.  The mesh is considered to be part of a single broadcast domain (note this is different from a MPs one-hop neighborhood or radio broadcast set).   
Mesh frames will be indicated with the FromDS and ToDS fields of the control frame, both set to 1.  A data frame with the broadcast destination address (FF.FF.FF.FF.FF.FF) will be delivered to all mesh points and clients in the mesh.

The mesh will also support multicast groups.  Multicast groups are defined through the higher layer protocols in the normal fashion as in 802.11.  A special multicast group will be the collection of all MPs in the mesh, called the primary mesh group.  This will be designated by the multcast group address FF.FF.FF.FF.FF.FF.FF.EE.  
Another important multicast group is the one-hop neighbor group of each MP.  This can be designated by. the MP Broadcast FF.FF.FF.FF.FF.FF.FF.EE with a TTL (Max hop count) of 1 that will deliver the message to the one hop neighboring MPs.  
4.3.2.4 Mesh Links
The communication links between the MPs, or mesh links, are a novel feature of the mesh that is not well supported in the normal 802.11 MACs.  The mesh links will be similar to normal BSS links in that there will be an association and authentication procedure that must be followed prior to link establishment.   There are some differences in that the association is between two peers rather than as a master-salve relationship.  Also, some additional information pertaining to the mesh is also exchanged.  The medium access control for the mesh links is controlled by the mesh management module that coordinates the individual port AP MACs.  The access is based on the 802.11 EDCF mode with some support for QoS.  The links can be operated with of without RTC/CTS enabled, although RTS/CTS are preferable due to the likelihood of hidden node problems in a mesh.


[image: image5.emf]Internet

MAP

MAP

MAP

Mesh Link

Mesh Link

Ethernet 

802.11

3 address

802.11 Mesh

4 address

802.11 Mesh

4 address


Figure 5: Diagram of the three types of frame formats from Ethernet to Mesh STA
When a mesh link is set up between two MPs, all four available address fields in the MAC header are used.  The third MAC address is that of the originating source, the fourth is the MAC address of the final destination, the first MAC address included in the frame is that of the transmitting (relaying) mesh point, and the second MAC address is that of the receiving mesh point.  The WDS-type frame is indicated by the Frame Control Field of the IEEE 802.11 frame where the FromDS and ToDS bits are set to 1.

The frame format for a mesh link will be a slight modification to the WDS 4-address field version of the 802.11 message format to support the multihop routing and to suppress potential packet looping.  This modification is in the form of an added TTL (Time-to-live) field that represents the maximum number of hops that a packet will be forwarded.  At each traversal of a mesh link, the TTL field will be decremented by the receiving MP.  If the TTL field reaches zero, the packet will not be further forwarded, but will be dropped if not at its final destination.
For unicast delivery of a packet from a STA connected to a MAP to another STA connected to another MAP in the mesh, the following sequence of events occurs.  The STA creates a normal frame using the three address fields and transmits this to its associated MAP.  If the destination MAC address is associated with this MAP, then the MAP transmits the frame to the destination STA using the three address format of a normal frame.  Otherwise, the MAP looks up the destination MAC address in its routing table and obtains the mesh link on which to transmit the frame.  The mesh link defines the port to be used and the next hop MAP MAC address.  The frame is modified as the 4-address mesh frame and given a TTL roughly equal to the expected path length through the mesh and transmitted over the mesh link.  The frame is received at the next hop MAC, the TTL is decremented and the forwarding procedure is repeated if this is not the MAP associated with the final destination.  Eventually, the frame reaches the MAP associated with the final destination and the frame is converted back to a three-address frame and transmitted to the destination STA.  Similar procedures are used to unicast to portals or specific MAPs.   An example showing the different frame format types in use over a mesh that is connected (via a portal) with an external Ethernet LAN are shown in Figure 5. 

4.3.3 Mesh Operation

A high level view of the four major operational states of the mesh are shown in Figure 6.  This shows the Mesh Initialization and Network Discovery (MIND) Stage, the Mesh Connection Establishment  Stage, the Mesh Network Maintenance (MNMP) Stage and the Mesh Connection Termination Stage.  The MIND stage is used by new MPs that are attempting to join an existing mesh.  Once candidate mesh member MPs have been discovered, the new MP will determine if it can support the current operating modes of the mesh (e.g., security, routing protocol, etc).  If compatible with these modes, the new MP will associate and establish a mesh link with each MP that it desires to communicate with using its ports. This involves configuring the ports by choosing the channels that they will operate with.  If the mesh is a secure mesh, then following association on a mesh link, the MP must complete an authentication procedure prior to being allowed to use the link.  Once authenticated, encryption keys are distributed and all data messages, NA and NS management messages are encrypted.
Once the new MP has established mesh links with all of its desired neighboring MPs, the new MP will enter the mesh maintenance stage to acquire a Topology Table that is a view of the mesh topology.  The new MP must enter a Network Discovery state to learn the current topology of the mesh.  The necessary topology information is learned by the exchange of Network Advertisement messages (NAs) with the neighboring MPs and are used to update the topology table with additions and deletions of MPs and mesh links.  An MP in the MNMP stage will also generate NA messages describing its current view of the network.  The exact format of the NA message and the rules for generation are a function of the routing protocol in use.  In addition, if the MP is also an MAP, then the MAP will allow association/disassociation of clients in its service area through its AP management functions. 

Lastly, MPs can disassociate their mesh links as necessary.  If an MP on one end of a mesh link has not been heard from for a long period of time, its can be disassociated by the MP at the other end of the link.

These stages are intended to be generic for the SnowMesh concept.  In this document, there are further details provided for a basic routing protocol called SLRP.  However, it is our intent that these stages be used for any specific routing protocol.
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Figure 6:  Mesh Operation Stages

5 Packet Formats

5.1 Basic Mesh Link Message

A new frame format is defined for communication over the Mesh Links.   It is a variation of the four address field format of a WDS message with the addition of a Time-to-live (TTL) field to control looping.  The TTL field is included if and only if the FromDS and ToDS fields are set. The QoS Control field is defined in the 802.11e specification and is included in the MAC header under the same condition.
Within this framework, some of the 802.11 management messages are redefined for use in a mesh through.  For example, Association Request and Association Reply management frames are redefined for use in a mesh.  

Structure 1: 802.11 MAC Header
	Bytes 2
	2
	6
	6
	6
	2
	6
	2
	1
	0-2312
	4

	Frame Control
	Dur
	Addr 1
	Addr 2
	Addr 3
	Seq Control
	Addr 4
	  QoS Control
	TTL
	Frame Body
	CRC

	
	
	


Structure 2: Frame Control Field
	Bits 2
	2
	4
	1
	1
	1
	1
	1
	1
	1
	1

	Protocol Version
	Type
	Sub Type
	To DS
	From DS
	More Frag
	Retry
	Pwr

Mngt
	More Data
	WEP
	Rcvd

	
	
	


Table 1: ToDS FromDS values
	ToDS
	FromDS
	

	0
	0
	A data frame direct from one STA to another STA within the same IBSS, (also used in QoS ).

	0
	1
	A data frame from a STA to the DS via an AP or a data type broadcast/multicast frame. 

	1
	0
	A data frame from the DS to a STA via an AP or a data type broadcast/multicast frame..

	1
	1
	Wireless distribution system (WDS) data frame being distributed from one AP to another AP via the WM.  This will also designate a message that is being sent or forwarded from one MP to another MP in a mesh.  


The IEEE 802.11 standard requires the use of four MAC addresses for WDS traffic.  For local WLAN traffic to the access service of a MAP, the three address formats are used.  The associated wireless clients will always direct their traffic to the MAP by using the MAC address of the MAP as the BSS address.  The sending station’s own MAC address is also included in the frame as the source address.  In order for the MAP to determine where to relay the frame to, the MAC address of the destination station to which the frame is intended is also included in the frame header by the source.  The formats for the address fields are shown in Table 2.
Table 2: Address Field Usage
	ToDS
	FromDS
	Addr 1
	Addr 2
	Addr 3
	Addr 4

	0
	0
	DA
	SA
	BSSID
	N/A

	0
	1
	DA
	BSSID
	SA
	N/A

	1
	0
	BSSID
	SA
	DA
	N/A

	1
	1
	RA
	TA
	DA
	SA


5.2 Management frame body components

The mesh messages will be distinguishable from the normal 802.11 messages by adding a Mesh Enabled bit to the 802.11 Capability Information field.  This will indicate that the messages are potentially used by the mesh and may have different formats for the data fields.  To accommodate 802.11, 802.11e, 802.11i, and 802.11s usage of the Capability Information field, bit 12 is chosen as the Mesh Enabled bit indicator.

Structure 3: Capability Information Field
	B0
	B1
	B2
	B3
	B4
	B12
	B5 -B11 & 
B13 - B15

	ESS
	IBSS
	CF Pollable
	CF Poll Request
	Privacy
	Mesh Enabled
	Reserved


5.3 Mesh Information Elements

A mesh Capability Information Element (MESH IE) is used to advertise the capabilities of the mesh to other APs who want to join the mesh.  The MESH IE shown in Structure 4, will be assigned an Element ID.  The version field is 1-octet in length and it includes information about the MAC header version.  The MSSID is the unique identifier that distinguishes a MESH.  Number of MPS indicates the current size of the MESH.  Since the maximum size of a mesh is expected to be approximately 32 nodes, this field should serve as an indicator of the current capacity of the MESH.  The Services field describes different enabled services in the mesh network (e.g., routing, security, QoS, power save). 

Structure 4: Mesh Capability Information Element Information

	Octets: 1
	1
	1
	1
	1
	…

	ID
	Length
	Version
	MSSID
	Number of MPs
	Service Types


For each enabled service, a Service Type subfield, shown in Structure 5, is defined.  The Service Type subfield includes a length field, a unique service identifier, and a number of Service Descriptor subfields as shown in Structure 6.   The Service ID is a unique ID that indicates the Service Type.  A list of example service types are shown in Table 3.

Structure 5: Service Type

	Octets: 1
	 
1
	…

	Length (in bytes)
	Service ID
	Service Descriptors


Table 3 Possible Services in a Mesh
	Service
	Service ID

	Powersave
	00000000

	QoS
	00000001

	Routing
	00000010

	Security
	00000011


Each Service Descriptor field describes a single configuration parameter of the Service Type.  The Parameter ID identifies the configuration parameter and value indicates the currently active value of this parameter in the mesh.  A list of Routing Service and Security Service parameters is shown in Tables 4 & 5.

Structure 6: Service Descriptor

	Octets: 1
	1

	Parameter ID
	Value


Table 4 Possible Parameters for 802.11i Security Service in a Mesh
	Parameter
	Parameter ID
	Value
	Description

	Active Security Protocol
	00000000
	00000000
	802.11i

	Operation Mode
	00000001
	00000001
	Centralized Mode (AAA)

	
	00000001
	00000010
	Distributed Mode (PSK)

	Default Cipher Suite
	00000010
	00000000
	AES-CCMP


Table 5 Possible Parameters for SLRP Routing Service in a Mesh
	Parameter
	Parameter ID
	Value
	Description

	Active Routing Protocol
	00000000
	00000000
	SLRP

	
	00000000
	00000001
	Bridge

	
	00000000
	00000010
	QoS

	
	00000000
	00000011
	Poweraware

	Network Maintenance Mode
	00000001
	00000000
	Reactive

	
	00000001
	00000001
	Proactive

	Active Metric
	00000010
	00000000
	Link Quality

	
	00000010
	00000001
	Link Load

	Network Maintenance Period
	00000011
	Value
	

	δ Network Maintenance Period
	00000100
	Value
	

	Neighbor Timeout
	00000101
	Value
	


As mentioned above, the MESH IE will be advertised in all beacons and probe responses.  It will also be advertised in association and re-association requests, and association and re-association responses that have the Mesh Enabled bit set in the 802.11 Capability Information field.  A modified frame body of these frames is shown in Structures 7 -12.

Add the following to the end of table “7.2.3.1 Beacon frame format”
Structure 7: Update to the Beacon 
Frame Body 

	Order
	Information

	11
	Mesh Capability Information


Add the following to the end of table “7.2.3.4 Association Request frame format”
Structure 8: Update to the Association Request
Frame Body When Sent Within the Mesh
	Order
	Information

	5
	Mesh Capability Information


Add the following to the end of table “7.2.3.5 Association Response frame format”
Structure 9: Update to the Association Response
Frame Body When Sent Within the Mesh
	Order
	Information

	5
	Mesh Capability Information


Add the following to the end of table “7.2.3.6 Re-Association Request frame format”
Structure 10: Update to the Re-Association Request
Frame Body When Sent Within the Mesh
	Order
	Information

	6
	Mesh Capability Information


Add the following to the end of table “7.2.3.7 Re-Association Response frame format”
Structure 11: Update to the Re-Association Response
Frame Body When Sent Within the Mesh
	Order
	Information

	5
	Mesh Capability Information


Add the following to the end of table “7.2.3.9 Probe Response frame format” 
Structure 12: Update to the Probe Response
Frame Body When Sent Within the Mesh
	Order
	Information

	10
	Mesh Capability Information


5.4 Network Discovery Frame Formats

There are four types of messages used in the neighbor discovery:

1 Network Solicitation (NS)

2 Network Advertisement (NA)

3 δ-NA Message (δ-NA) 

4 Φ-NA Message (Φ-NA)
Every message is identified by this unique 6-bit unsigned value.  The TYPE-SUBTYPE values to be used for these messages in the frame format are:

Table 6: TYPE values

	Type
	SubType
	Message

	11
	0001
	Neighbor Solicitation

	11
	0010
	Neighbor Advertisement

	11
	0011
	δ-NA 

	
	
	


5.4.1 Network Solicitation (NS) 

This message is sent by an MP to determine the link-layer address of a neighbor, or to verify that a neighbor is still reachable via a cached link-layer address. Neighbor Solicitations are also used for Duplicate Address Detection.

Structure 13: Neighbor Solicitation Message Format

0                                                1                                                2                                               3   

0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1
	Type
	Code
	Checksum

	Reserved

	Timestamp

	Source Address

	Source Address
	Source Port

	Length

	(Defined as needed in Routing Protocol)

	


Type: defined as the Routing Protocol Type
Code: not defined at this time

Timestamp: A 16-bit unsigned integer denoting the timestamp in seconds. NS Timestamps repeat after 18.2 hour

Source Address: Link layer MAC address of node seeking solicitation. 
We note the inclusion of the source address is intended to decrease the likelihood of this being a counterfeit message as this data will be encrypted in a secure network.

5.4.2 Network Advertisement (NA) for SLRP
This message is a response to a Network Solicitation message. A node may also send unsolicited Network Advertisements periodically or to announce a significant topological change.  The NA message is typically multicast to the one-hop neighbor group.  It may also be unicast to the source of a received NS message.
Structure 14: Network Advertisement Message Format

0                                                1                                                2                                               3   

0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1
	Type
	Code
	Checksum

	R
	S
	Reserved

	Timestamp

	Sequence Number

	Source MAC Address

	Source MAC Address (cont)
	Source Port

	Total Length
	AS MAC

	AS MAC (cont)

	Length of Multicast Group list
	Multicast Group List

	……… Multicast Group List (cont)

	Number of MPEntries
	MPEntryList 

	……….MPEntryList (cont)

	Number of Link Entries
	LinkEntry List

	………………………LinkEntryList (cont)


R: Router Flag. When set, denotes that the sending MP has AP functionality.

S: Solicited Flag. Denotes whether this message was sent in response to a solicitation when set or a routine NA message when not set.

Length: Eight bit number denoting the number of entries in the routing table.

Sequence Number: Sequence number corresponding to this update from sender
Source Address: Link layer address of the MP sending the NA message. 

The Multicast Group List consists of a list of Multicast Group Items.  Each Multicast Group Item defines a multicast group known to the mesh.  The format of a Multicast Group Item is as follows:
Structure 15: Multicast Group MGEntry Format

0                                                1                                                2                                               3   

0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1
	MAC Address of Multicast Group

	Mac Addresss of Multicast Group (cont)
	Number of Members in Multicast Group

	MG MAC1

	MG MAC1(cont)
	…………………………

	………………………………………..

	…………………
	MG MACn

	MG MACn


Each entry defines the members of a particular multicast group, by providing the MAC address of the MG group and then a list of the MAC addresses of the members of the group.

The MPEntry List describes the MPs known in the senders Topology Table.  The list contains an entry for each known MP, including the source MP.  The entry describes the MP’s Ports, its associated clients and its ports.  The format is as follows
Structure 16: MP Entry Format
0                                                1                                                2                                               3   

0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1
	Reserved
	MP MAC

	MP MAC (cont)

	Number of Clients
	Client MAC1

	Client MAC1 (cont)

	………………………………………..

	…………………
	Client MACn

	Client MACn

	Number of Portals
	Portal MAC1

	Portal MAC1

	………………………………………..

	…………………
	Portal MACn

	Portal MACn

	Number of Ports
	Channel ID1

	…………………………
	Channel IDn


MP MAC is the MAC of the MP being described by this entry.

Each Client MAC is the MAC of clients associated with this MAP.

Each Portal MAC is the MAC of a portal attached to this MP.

The Channel ID is an identifier of the channel that is currently being used by this port.  The channel ID needs to define both the specific frequency and 802.11 PHY in use.

The LinkEntry List consists of a list of LinkEntry items.  The LinkEntry item for SLRP is formatted as follows

Structure 17: Link entry Format

0                                                1                                                2                                               3   

0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1
	Source MAC Address



	Source MAC Address
	Source PortID

	Dest MAC Address

	Dest MAC Address
	Dest Port ID

	Last Sequence Number

	Last Update Time

	Link Quality

	Link Load


5.4.2.1 δ-NA Message (δ-NA) 

This message is sent in place of the full NA message to reduce communication and processing overhead. It contains only the changes reported since the last NA message sent out by the MP.  
Structure 18: δ-NA Message Format

0                                                1                                                2                                               3   

0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1
	Type
	Code
	Checksum

	R
	S
	Reserved

	Timestamp

	Sequence Number

	Source Address

	Source Address (cont)
	Source Port

	Total Length
	AS MAC

	AS MAC (cont)

	Number of New-Multicast Groups
	MG Entry List

	……………………MG Group Entry List (cont)

	Number of Deleted-Multicast Groups
	MG Entry List

	……………………MG Group Entry List (cont)

	Number of New-MPEntries
	δ-MPEntry

	…………………… δ-MPEntry List (cont)

	Number of Deleted MPEntries
	δ-MPEntry

	…………………… δ-MPEntry List (cont)

	Number of Updated-LinkEntries 
	LinkEntryList

	……………LinkEntry List (cont)

	Number of Deleted-LinkEntries
	LinkEntryList

	……………LinkEntry List (cont)


S: Solicitation Flag: Must ALWAYS be set to 0 for this type of message.

The MGEntry List is defined as a list of MGEntry structures as defined for the NA message. 
The LinkEntry List is defined as a list of LinkEntry structures as defined for the NA message. 

The δ-MPEntry List is defined as a list of δ-MPEntry structures, where the δ-MPEntry structure is defined as follows:

Structure 19: δ-MPEntry Format
0                                                1                                                2                                               3   

0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1
	Reserved
	D
	MP MAC

	MP MAC (cont)

	Number of  New Clients
	Reserved
	Client MAC1

	Client MAC1 (cont)

	………………………………………..

	…………………
	Client MACn

	Client MACn (cont)

	Number of  Deleted Clients
	Reserved
	Client MAC1

	Client MAC1 (cont)

	………………………………………..

	…………………

	Client MACn (cont)

	Number of New Portals
	Reserved
	Portal MAC1

	Portal MAC1 (cont)

	………………………………………..

	…………………
	Portal MACn

	Portal MACn (cont)

	Number of Deleted Portals
	Reserved
	Portal MAC1

	Portal MAC1 (cont)

	………………………………………..

	…………………

	Portal MACn (cont)

	Number of New/Changed Ports
	Reserved
	PortID1
	ChannelID1

	…………………………
	PortIDn
	ChannelIDn


The D field is set to one if this MP is being deleted from the Topology.

5.4.2.2 Φ-NA Message (Φ-NA)

This message is a special case of a δ-NAframe sent in place of the full NA message to reduce communication and processing overhead. It contains no information about the topology and is used to signify that no changes are being reported since the last NA message was sent out by the MP.  The Length field is set to zero.
Structure 20: Φ-NA Message Format

0                                                1                                                2                                               3   

0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5   6   7   8   9   0   1
	Type
	Code
	Checksum

	
	
	
	Reserved

	Timestamp

	Sequence Number

	Source MAC Address

	Source MAC Address
	Source Port ID

	Total Length = 0


S: Solicitation Flag: Must ALWAYS be set to 0 for this type of message.

Length: Set to 0x00 for this message.

6 WLAN SnowMesh Services

6.1 Mesh Initialization and Network Discovery (MIND)
Mesh Initialization and Network Discovery (MIND) is the procedure that a new MP must follow in order to join a mesh. The new MP may be an MP that has just powered on, or an MP than has relocated to another area and is looking for a mesh infrastructure to affiliate with. To ensure interoperability and flexibility, MPs can support a variety of authentication and routing protocols. However, during MIND, MPs must negotiate the essential parameters like SECURITY_ENABLE, AUTH_MODE, and ROUTING_OPT, to name a few. By default, every mesh MP must support at least one authentication option and one routing option as well as an unauthenticated or OPEN mode where security is disabled.
The mesh will initialize itself in an incremental fashion.  There is assumed to be an initial MP that instantiates the mesh.  A second MP will then discover this initial MP using the MIND procedure and then associate with this MP.  Subsequent MPs can associate with any member MP of the network that they discover. 

Clients will only associate with MAPs and have no knowledge of the mesh.

If the mesh is a secure mesh operating in one of the secure modes, then the new MPs must authenticate to an MP that is currently an authenticated member of the mesh.  The first MP will serve as an authenticator for the second MP.  Once authenticated, an MP will serve as an authenticator for subsequent MPs
.

As part of the discovery process, the new MP will be given the current operating modes of the mesh.  The new MP must operate according to the modes currently operating in the mesh.  After, joining the mesh, it is possible to renegotiate the operating modes according to the renegotiation procedures described in a later section.
An MP that is currently a part of mesh will reset itself and reuse the MIND procedure if it has experienced significant changes in its one-hop neighbors due to failures or because the MP has moved. 

6.1.1 Mesh Active Scanning

A new MP entering the region must scan actively for available mesh networks. If the MP is intended to participate in a secure mesh, the new MP shall possess a valid certificate binding the capabilities of the MP with its identity as well as a list of possible mesh networks (denoted by their unique mesh SSIDs) that it can validate its identity with. The new MP shall actively scan all available channels that each of its radios support, for any existing mesh networks. This will be done using the probe message PROBE_REQUEST. MPs that are already part of an existing mesh network shall respond to the probe message using the PROBE_RESPONSE message which shall include some additional information like supported routing protocols, security options and other relevant parameters. These options are used by the entire mesh.
Following the completion of the active scan, the new MP shall match the found mesh network IDs (SSIDs) with its access control list of acceptable mesh network IDs. If an acceptable match is found, the MP shall proceed to associate itself with the mesh network as discussed subsequently.  If the new MP is allowed to associate with an open (non-secure) mesh, the acceptable list will indicate this with a wild card value.

However, if, after a number of attempts, an acceptable match is not found, the MP shall assume itself to be the first available mesh point, and initiate the Initial MP Setup Sequence (IMPSS), which is discussed in the next section.
6.1.2 Initial MP Setup Sequence (IMPSS)

If no mesh networks have been detected through the scanning process after a predefined number of attempts, an unassociated MP will decide that it is the initial MP.  If the mesh is intended to operate in the secure infrastructure mode, then this MP must have knowledge of how to reach the authentication server, AS.  If this is not known to the MP, then the MP must wait until another MP becomes the first node.

If an MP has determined it is eligible to become a first MP of the mesh, then the node will select channels for its ports and then initialize its data structures and enter the network maintenance procedure. 
6.1.3 Mesh Association

Association with a mesh by a new MP is explicit with the establishment of the mesh links between the MPs that are already a part of the mesh.  Once an MP has determined that there are one or more candidate meshes that it could join, the MP will select one of the mesh networks using the supplied information in the PROBE_RESPONSE messages.  Once the mesh has been selected, it shall proceed to associate with the mesh by establishing mesh links with all MPs that it intends to communicate with. Again, using the information received in the PROBE_RESPONSE frames, the new MP shall first select the best channels for its radios, thereby determining its one-hop neighbors.  It shall then establish mesh links with each of the one-hop neighbor MPs that it intends to communicate with.  A mesh link is established by issuing a Mesh Association Request Frame to the destination MP using the selected source and destination ports.  If the destination MP can accept the new MP, then the association is granted and a Mesh Association Response is generated.

If the mesh is operating in a secure mode, the new MP shall not be able to use the mesh link until it successfully authenticates itself to this MP. The mesh link authentication procedure is described in the following section.
Following authentication with one or more the MPs in the mesh, the new MP must utilize the Mesh Network Discovery Procedure to obtain additional information necessary to participate in the mesh section..  In the case of a non-secure or open mesh, following the establishment of its mesh links, the new MP will immediately move to the Mesh Network Discovery procedure section to procure the topology information necessary for routing and to propagate its own view of the network topology and its associated clients and portals.
6.2 Mesh Authentication 
If one of the security modes of the mesh network has been enabled, a new MP shall be required to authenticate itself to the mesh network that it desires to join. Two modes of authentication are currently defined, although there is the ability to define additional methods:
1) Basic Infrastructure Security Mode - When an Authentication Server (AS) is present or easily reachable

2) Basic Decentralized Security - When an Authentication Server is absent or not reachable

For the first scenario, the mesh shall adopt Mode 1 authentication scheme that is centralized in nature and largely based on the current existing 802.11i/802.1x methods with minor modifications called the Basic Infrastructure Security Mode (BISM) (described in section 6.2.1) For the second scenario, the mesh shall adopt Mode 2 authentication scheme that is distributed in nature and does not require the presence or participation of a single trusted entity (described in section 6.2.2)  such as an AS.
6.2.1 Mode 1: Authentication Server Mode

In the Basic Infrastructure Security Mode an Authentication Server is assumed to be reachable.  The AS may be hosted on an MP or it is hosted on an external network that is connected to the mesh through a portal on a MP. In this mode, every authenticated MP is aware of the identity (MAC address) of the Authentication Server (AS) and the path to it. This is accomplished by assuming that the first MP to join the network has knowledge of the information necessary to reach the AS.  The address of the AS and its connection is distributed in the NA topology message. 
If the AS is accessible through the portal of an authenticated MP, the MP shall establish a link with the AS. If the AS is multiple hops away, a secure route shall be established over the mesh to the AS. A link to the AS is required to complete the 802.1x based authentication. 
The new MP shall begin the 802.1x based EAPOL authentication process ending with the modified four-way handshake in order to generate the pairwise and groupwise temporal keys for secure communication. The protocol supports two modes:

1) TKIP

2) AES-CCMP

AES-CCMP support is mandatory and is the mode of choice. Making AES-CCMP the default has a advantages in spite of it’s increased complexity:
1. The temporal key requirement is reduced as integrity and encryption are achieved in a single pass and with a single key. 

2. AES-CCMP has stronger cipher strength

3. It speeds up the encryption & MIC generation process due to the single pass approach.

4. It reduces power consumption which is valuable for a network that hosts multiple battery-powered devices.

All mesh data frames are encrypted.  In addition, NA and NS messages are encrypted to protect the topology information.

In this mode we assume that an MP will authenticate each of the mesh links that it establishes.  That means there will be a pairwise key for every mesh link.   In addition, we will establish a group key at each node for every one-hop neighbor set  Once a MAP has been authenticated, it becomes an authenticator and can authenticate other MPs and STAs.
6.2.2 Mesh Key Establishment & Maintenance

As part of the security infrastructure each MP shall create and maintain keys using one of the supported key generation modes. Since the number of keys used for a single operation is different if TKIP or AES-CCMP is used, it is recommended that the key generation mode be kept the same throughout the mesh. We enforce the 802.11i hierarchical key structure as shown in Figure 7. If AES-CCMP is used then a total of four 128 bit keys are generated at the end of the authentication process. If TKIP is used, six 128 bit keys are created (including group keys)


[image: image7]
Figure 7: 802.11I Key Hierarchy

6.2.2.1 Key Hierarchy & Structure

The following tasks shall be handled as part of the mesh key establishment and maintenance task:

1. Pair-wise (peer-to-peer) key generation

2. Pair-wise (peer-to-peer) key distribution

3. Pair-wise (peer-to-peer) key management 

4. Group key generation

5. Group key distribution

6. Group key management

Keys must be generated at the time of authentication to ensure an authenticated key exchange. In the centralized authentication mode, a new MP must first present some credentials to an MP that is authenticated into the mesh network. This credential typically is a certificate signed by an authority both parties trust. The MP desiring mesh connectivity shall now be referred to as a supplicant that is aspiring to gain access to the mesh network, and the authenticated MP shall now be referred to as the authenticator that authenticates the supplicant into the mesh network  The supplicant and authenticator shall perform mutual authentication over EAPOL, as opposed to the conventional one-way authentication. One way to do this without increasing the number of messages would be for the supplicant to add a nonce and encrypt the EAP_Response/ID message with the master key (MK) shared between the AS and the Supplicant. If the message successfully decrypts on the AS side and a correct response (with the original nonce) is received, the Supplicant can be assured that the entity it is communicating with is actually an authenticated member of the mesh. The MPs can also exchange certificates, the validity of which shall be ascertained by both parties. After successful validation and request from the authenticator, the supplicant shall present to the authenticator, identifying material in response. The authenticator will send this over to the AS for identity establishment and key generation. It shall encrypt and relay messages from the supplicant to the AS with the key shared between the authenticator and the AS (
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), and relay messages from the AS to the supplicant again after decrypting them using the shared key 
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 and then relaying them over EAPOL. Figure 8 explains this process.
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Figure 8: 802.1x based pre-authentication process

The successful completion of this handshake shall indicate the supplicant and AS to be authenticated to each other and shall result in a newly generated key being shared between them PMK (Pairwise Master Key). Additionally, the AS must send the new PMK (or AAA key material to derive the PMK) to the authenticator using 
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. If the AS is more than a single hop away from the Authenticator MP, then a secure path is established from the first authenticator to the AS through other authenticated MPs. We refer to these MP/MAPs as EAP Proxy MPs as they serve as proxies that aid in EAP. 

Once the supplicant and authenticator share a PMK (
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), the transient key generation protocol must begin. This process is commonly referred to as the 4-way handshake. This key generation protocol confirms the existence of the correct PMK in both parties, liveness of the peers and the selection of the cipher suite. The transient key generation protocol ends with a Parirwise Transient Key (PTK) for each subsequent session, and in the case of group communication, with a Group Transient Key (GTK). The same PMK may be used for multiple sessions and generate multiple PTKs.

Figure 9 below shows how PTKs are generated.
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Figure 9: 4-way 802.11i based handshake
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As shown above, the authenticator and Supplicant each begin when they have a PMK. The Authenticator initiates the 4-way handshake with message 1, a nonce ANonce, its link-layer address AA, and a sequence number n. With the arrival of the first message, the Supplicant possesses all key materials required for creating the PTK. The supplicant derives PTK by using a pseudorandom function with output length X (PRF-X) in the following manner:
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 ///for AES-CCMP it is 384, for TKIP it is 512 bits

This PTK is further divided into the KCK (Key Confirmation Key), KEK (Key Encryption Key) and TK (Temporary Key)

The Supplicant now responds with its own address SPA, a nonce SNonce ≠ ANonce, the same sequence number n, message 2, and a Message Integrity Code over SNonce, sequence number n and message 2 calculated using the newly derived PTK (actually KCK). On receipt of this message, the authenticator now possesses all key material required to generate PTK. It uses the same function as the supplicant and derives a PTK. It uses this newly derived PTK to validates the MIC. If the MIC  is successfully validated, the derived PTK is assumed to be correct. 

The authenticator sends out message 3 to check whether the same PTK has been generated by the supplicant, as well as to prove that it possesses the correct PTK, and to create group keys if needed. 

Message 4 terminates the 4-way handshake verifying to both parties the PTK, as well as any GTKs that are created. 

6.2.2.2 Group Key Generation:
Similar to Paresis keys, Group Keys are also hierarchical in nature. The Group keys comprise of a Group Master Key (GMK) which is a cryptographic quality random number created by a MP Authenticator. The MP uses a key counter to create the GMK. For AES-CCMP mode GMK is a 128-bit crypto quality random number, while for TKIP mode GMK is 256-bit. The Group Transient Key (GTK) is generated from the Group Master Key (GMK) by the MP/MAP by passing the GMK, the Authenticator Address, and a group nonce  through a pseudo random function of the desired length X as follows:
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The GTK is distributed to all members of the group using the KEK(PTK). The GMK should be updated periodically from another current PMK. The GMK shall be changed when the AP deletes the association state for the station whose PMK is being used as the GMK.

.
6.2.2.3 Group Key Rekeying/Update:

A Group key update may occur for a number of reasons:

1. A station disassociating or deauthenticating may trigger a Group key update otherwise the disassociated/deauthenticated station can still read broadcast traffic from the network.

2. A data integrity failure shall trigger a Group key update.

The Authenticator may derive new Group Transient Keys when it wants to update the Group encryption/integrity keys. The Key Counter is used and incremented whenever a Group Transient Key (GTK) is derived. GTKs are derived from the GMK using a PRF with AA and GNonce as inputs. The size of the PRF computation shall be taken as the size specified by the cipher suite
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GNonce is a value taken from the Key Counter on the Authenticator; its value is taken when a GTK is instantiated and is sent by the GTK Authenticator.

Group & Group key Management in the Mesh:

Groups in the Mesh network are created with the purpose of having select groups communicate easily.  If security has been enabled in the mesh network, then group communication must be secured using the group keys. The following groups are typically important groups that must be created in the mesh:

1. Collection of all MPs

2. 1-hop neighbors of an MP

3. Clients/Hosts of a MAP
Collection of all MPs: This is a single group that is required for communicating neighbor discovery and topology update information as well as power management messages between MPs. This can be viewed as a mesh broadcast group. Only MPs and MAPs (authenticated MPs and MAPs if security is enabled) that become part of the mesh network may become part of this group.  No client/hosts are allowed to be part of this group.

1-hop neighbors of an MP: This group is required for communication between any MP and those neighbors that it chooses to make its 1-hop neighbors. An MP may have multiple neighbors in its vicinity, but may choose to make only a subset of these neighbors as its 1-hop neighbors based on the bandwidth available, signal/noise ratio that it sees for these neighbors as well as the supported protocol.. If security is enabled, only these 1-hop neighbors must be able to read messages from the MP. There can be multiple groups in the mesh network, typically one group for each MP. Group communication using group keys is unidirectional in these groups, i.e., different set of keys are used for group communication between MP1 & its neighbors including, say, MP2,  and from MP2 to its neighbors, including MP1.

Figure 10 below shows typical group communication architecture in the mesh:  MP1 has group key g1 for its neighborhood, MP2 has g2 and so on.  This allows secure communication within all the one hop neighborhood groups.

[image: image19]
Figure 10: Group Communication Architecture

Clients/Hosts of an AP/MAP: This group is required for communication between an MAP and its associated clients/hosts. If security is enabled all communication from an authenticated MAP to its member clients is encrypted. Further, all discover messages (RA, RS messages) are encrypted using the group keys. Each MAP is free to choose a key generation protocol of its choice from the supported protocols.

Client Authentication & Key Generation:

Since Client Service is not within the scope of the mesh architecture, an MAP shall choose its mode of authentication and choice of key generation protocol independently from those being used in the mesh. Since no specific authentication protocol is enforced, the MAP and clients may use any protocol from their supported suite of protocols. Since an MAP can be viewed as a mesh service provider to its clients, it may use techniques for authentication that do not require the participation of the AS. For example, it may implement a certificate based authentication scheme, whereby a client would need to produce a valid certificate upon request to associate to the mesh network. A client can obtain a valid certificate by paying the service fees associated with the service provider. Token-based authentication is another simple authentication scheme that may be implemented by the service providing MAP.
6.2.3 Mode 2: Distributed Mode

In this mode, an AS might be offline or might not be reachable from any node in the network.  In such a setup, a new MP may authenticate to an authenticated MP using one of two securty primitives:

1. Using a Pre-shared key between them over EAPOL/802.1x

2. Using a valid certificate signed by a common and mutually verifiable authority.

Using one of the primitives mentioned above over traditional 802.1x/EAPOL the new MP may be authenticated into the mesh network. In order to establish keys however, the traditional 802.11i based approach may not be used since there is no AS available here. 

6.2.3.1 Key Exchange in Distributed Mode

In order for secure key exchange, we use a three phase distributed key exchange protocol. 

Phase 1: Distributed Authentication as described above

Phase 2: Provably secure distributed three-party approach to key exchange. 

Phase 3: Transient Key Generation phase based on 802.11i transient key generation as described earlier for centralized mode.
Phase 2: Provably secure distributed three-party approach to key exchange:

This protocol is essentially derived from the Bellare-Rogaway three-party key distribution (3PKD) [19] The New Provably Secure 3PKD protocol [18] is a modification of  the 3PKD protocol that is not only provably secure in the presence of a malicious adversary without overly complicating the key exchange protocol and making impractical assumptions but also has lower computational load and requires lesser messages than other protocols of this genre like Otway-Reese [15], Yahalom [16] and Bauer, Berson, Feiertag [17] to name a few.

The end result of a successful Phase 3 is the creation of a shared Pairwise Master key (PMK) between the two MPs. We describe the process below:
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Figure 11: Phase 3: Provably Secure Distributed Three-Party Key Exchange Protocol
The phase 3 protocol in Figure 11 involves three parties, a trusted server S and two MPs A and B.The trusted server is not a third-party type of entity but is simply an MP that is already part of the Mesh network and with whom the new MP shares a pre-existing key. The reason for this is that we do not want to build a distributed scheme where the trusted server is essentially just another version of an AS. Instead, the key exchange occurs in a three party fashion where the new MP shares a key with one MP and attempts to connect to the mesh through another MP (one that it does not share a key with). Thus, when the new MP wishes to join the mesh network, it attempts to authenticate with an MP that is part of the mesh, and specifies the identity of the MP that is has a preshared key with. This way, the path to the MP with the preshared key can be calculated by the responding MP. This avoids having one preshared key throughout the whole mesh network. The notations  
[image: image21.wmf]{

}

.

ENC

AS

K


and 
[image: image22.wmf]{

}

.

MAC

AS

K

 denote the encryption of some message under 
[image: image23.wmf]ENC

AS

K

 and the computation of a MAC digest under 
[image: image24.wmf]MAC

AS

K

 respectively. 
[image: image25.wmf]ENC

AS

K

is the encryption key shared between A and S, 
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is the MAC key shared between A and S, and both keys are independent of each other. Alternately, the notation
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 represents both the MAC and encryption key for brevity. [Note: The encryption algorithm used is AES-CCMP. Thus, encryption and authentication are actually achieved in a single pass. However, if any other encryption mode is used that has strong security properties and a decent resilience to brute-force, then encryption and authentication will be two separate operations and the MAC key and encryption key must be different.]
MPA initiates the protocol by sending message 1 containing a randomly selected k-bit challenge RA its own identity A, signed and encrypted using 
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to MPB. Upon receiving message 1 from MPA, MPB responds by sending message 2 also containing a randomly selected k-bit challenge RB, its own identity B, using 
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along with message 1 received from MPA to the trusted server S. S, upon receiving the messages 1 and 2 from MPB, creates a new k-bit nonce RS, and runs the session key generator to obtain a session key 
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, which has not been used before. RS is a random nonce generated each time a session key is generated. This ensures freshness and that a different key is not being generated for the same session. Thus, the inclusion of RS prevents a replay attack without having to store all past session IDs. Unique Session/Transaction IDs are ensured by this protocol. We elucidate this point in detail shortly. Meanwhile, S encrypts 
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 as well as MAC digests 
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. It sends out message 3 containing 
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Both MPA and MPB accept 
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verify correctly. On successful completion of a run of this protocol, both MPs have a shared secret key 
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which becomes the PMK for the next phase (802.11i transient key generation)

Since the only values that can be ensured to be unique in this protocol are 
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 Session/Transaction IDs are constructed using these values. Thus this protocol ensures unique session/transaction identifiers as claimed above [18]. 

6.3 Mesh Network Discovery

Every MP that has newly joined and established mesh links with an existing mesh network must utilize this procedure to learn about its neighbors, their view of the current topology, and other information that it may use to build routes to other MPs in the network. This information is maintained in a Neighbor Table that is populated and updated regularly throughout the lifetime of the MPs participation. The latter process is part of Mesh Network Maintenance (MNM) procedure described in section. 

A newly joined MP has one of two options:

1 It may send out a Network Solicitation (NS) message to one or more of the neighbor MPs in the mesh and wait for a legitimate Network Advertisement (NA) message from an existing MP in the mesh .

2 It may simply wait for an NA message generated in the normal Network Maintenance Procedure, since network advertisement messages are sent out periodically.

On receipt of a NS message from a source MP, all MPs must reply with an NA message back to the source MP, containing information about their current view of the topology (see NA message definition).  

6.4 Mesh Network Maintenance Procedure (MNMP)
The Mesh Network Maintenance Procedure are the operations that are required to be undertaken to react to changing network and environmental conditions.  There are two aspects: beaconing and network advertisement.  The beaconing is intended to announce the existence of the mesh to entities currently not active in this mesh or to detect a partitioned mesh.  The network advertisement (NA) is intended to provide an MP with information on the current conditions within the mesh so that it can perform routing, QoS and other configuration functions.  The NA can be set up as a Periodic (or Proactive) procedure or as a Reactive (or On-Demand) procedure.  This shall be defined by the parameter Network Maintenance Mode.

6.4.1 Periodic Network Maintenance Procedures
The SLRP routing protocol relies on a Periodic Network Maintenance Procedure (PNMP).  The frequency of the update is defined by a parameter called the Network Maintenance Period.  This period defines the time interval between sending of a full NA message.  There is also the Delta-Network Maintenance Period which defines the time interval between sending of a δ-NA message which contains updates to the last NA.
Topological information in the mesh is learned by the MPs by periodically exchanging NA messages. Every MP includes information about its neighbor MPs including ports, Authentication Server address, link metrics, information about its clients, including their interface addresses, as well as information about existing portals, gateways including their interface addresses and their view of the topology,. These NA, δ-NA or Φ-NA messages are multicast to the one-hop neighbor group of the MP. These are encrypted using the one-hop neighborhood group keys especially generated for this purpose, if the mesh is operating in a secure mode. The period for generating the NAs is fixed, but the timers are operating independently at each MP so that they are relatively random throughout the network.  This helps to avoid certain MPs being disadvantaged due to being permanently synchronized to a bad cycle time.  It is advisable for each node to occasionally introduce some jitter into its maintenance update periods to maintain this random relationship.
It appears that the NA messages will incur an excessive amount of overhead, but this can be prevented.  The NA messages can grow to be quite large, up to several thousand bytes in a mesh with many stations.  The update period for the NA should be set for a relatively long period, such as once a minute or once every five minutes, with the δ-NA message period chosen depending on the mobility and QoS constraints.  This should not overly burden the network with topology update overhead.  Assume that the NA message is 10,000 bytes, but is generated once every five minutes by 32 MPs.  This is only 320,000 bytes per five minutes or roughly 8,500 bps on the mesh.  The additional overhead of the δ-NA messages needs to be factored in, but these are much smaller messages. 
There are two data structures maintained by the PNMP.  They are: the Topology Table representing the topology of the Mesh and the Neighbor List containing information about the one-hop neighbors.  

The PNMP is also responsible for maintaining two link metrics:  the link quality metric and the link loading metric.  These are computer continually with every received packet and used in the routing and QoS schemes.  They are defined as follows:

6.4.1.1 Link Quality Metric:

The link quality metric is designed to reflect the ability to send correct packets over the mesh link.  The mesh link is treated as a directional link for this purpose.  It is used as a weighting factor and is normalized to lie between one and ten.  The worse the link quality, the larger the weighting value.  Currently, the weight is reversely correlated to the signal strength measured by the receiving point of the link.  For instance, if MP B’s signal strength is measured to be very strong at MP A, the link BA is assigned a light(small) weight.  Each MP will have a utility service that maintains a list of “visible” nodes and their signal quality.  The MP monitors all received traffic and constantly updates the values in the Neighbor Table (from whom a frame has been received) together with the signal strength measure at this node.  A histogram of signal strength readings are kept for each neighbor since these readings are provided on a per-packet basis.  The utility summarizes these readings into a “quality” value, which is a weighted (with the most recent reading having the most weight) average signal strength after applying a low-pass-filter by discarding a number of maximum and minimum readings.  

6.4.1.2 Link Loading Metric:

The link loading metric is designed to reflect the current usage of the link by reporting the utilization of the link.  The higher the link utilization, the larger is the weighting value.  The utilization of the link is calculated by the source MP by determining the total busy time of the MP port when using that link, normalized to a value between one and ten. On each MP there is a small utility program that maintains a list of the link loading for each Port.  This utility monitors the busy time of the port used by each link and averages the results over a sampling interval and updates this value for each link in the Neighbor Table.  A history of busytime readings are kept for each link.  The utility summarizes these readings into a “quality” value, which is a weighted (with the most recent reading having the most weight) average utilization value after applying a low-pass-filter by discarding a number of maximum and minimum readings.

6.4.1.3 Topology Table
The basic data structure to store the mesh topology is the Topology Table that describes the directional graph that represents the links in the mesh.  There is one row and one column for each MP existing in the mesh and this represents the adjacency matrix for the mesh, that is, there is a non-zero value in the table entry (i,j) if there is a mesh link from MPi to MPj.  For each mesh link in the Topology Table, there is an associated data structure, called a LinkEntry that contains details for that link.  Each row of the Table represents the one-hop neighborhood of that MP.  In an implementation, there can be a reference pointer to the LinkEntry that is stored in the table.  

The ordering of the MPs for the table can be arbitrarily maintained by each owning MP as they can be uniquely resolved through their MAC address.  One implementation is to number the MPs as they are learned by the MP.

Each LinkEntry contains information about the mesh link it is describing. The details of the data structures are illustrated for the example shown in Figure 12 and the following Tables 7 & 8..
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Figure 12: Example Mesh Network showing MPs  and their mesh links

Table 7: Example Mesh Table with four MPs and their links corresponding to above diagram
	
	MP1
	MP2
	MP3
	MP4

	MP1
	
	LinkEntry12*
	
	LinkEntry14

	MP2
	LinkEnty21*
	
	LinkEnty23*
	

	MP3
	
	
	
	LinkEntry34*

	MP4
	LinkEnty41*
	
	
	


Table 8: LinkEntry Data Structure for Topology Table
	Data Member
	Data Type
	Comments

	Source MP MAC Address
	Uint48_t
	MAC Address of the sending MP

	Source Port ID
	short
	Channel/Radio designator

	Dest MP MAC Address
	Uint48_t
	MAC Address of the receiving MP

	Destination Port ID
	short
	Channel designation for this link

	Link Quality
	short
	Link quality measurement for the link 

	Link Load
	short
	Link load on this link

	Last Sequence Number
	short
	Sequence number of last update

	Last Update Time
	Time_val
	Time of last update

	Flag
	
	

	
	
	


6.4.1.4 Neighbor Table
Another list maintained is the Neighbor Table, which keeps up-to-date information about this MPs view of its neighbors, or the one-hop neighbor set.  The information about a neighboring MP includes a list of clients associated with that MP and a list of portals associated with that MP.  The client list and the portal list include the MAC address of each STA and portal associated with the neighboring MP, respectively.  The Link Load and Link Quality are computed by measurement made at this MP.

Table 9: Neighbor Table Entry Data Structure

	Data Member
	Data Type
	Comments

	Neighbor MAC Address
	Uint48_t
	MAC Address of the sending MP

	Port ID
	short
	Channel designation for this link by showing owner MP Port ID

	Link Quality
	short
	Link quality measurement for the link 

	Link Load
	short
	Link load on this link

	Last Sequence Number
	short
	Sequence number of last update

	Last Update Time
	Timeval
	Time of last update

	Client List
	ClientEntry*
	List of clients associated with this MP

	Multicast Group List
	MGEntry*
	List of Multicast groups associated with this MP

	Portal List
	PortalEntry*
	List of Portals associated with this MP

	Flags
	
	


6.4.1.5 Topology Update Procedures
The procedure for updating and maintaining these three data structures is described. 
On receipt of an NA,  δ-NA, or Φ-NA   message, the MP must update its Neighbor and Topology Table with the newly received topology information.  Upon receiving an NA message from a neighbor MP, the MP updates the corresponding entry for this neighbor in its own Neighbor Table.  If a neighbor has not been heard for a time greater than a timeout period, called the Neighbor Timeout, its corresponding entry is removed from the Neighbor Table.  The updated Neighbor Table is used to update the LinkEntries of the MP node itself in the Topology Table.  At the same time, any additional information contained in the received topology information that is newer than what is stored in the Topology Table, based on a sequence number comparison, is used to replace the corresponding information in the Topology Table.  In general, the MP that generated the NA is deemed the authority on its own 1-hop neighborhood and this is used to resolve ambiguities, should they occur.  If significant changes are made to the Topology Table, the Route Computation Algorithm is executed to recomputed the routes and update the Routing Table.

NA messages (or their variants (δ-NA, Φ-NA) are generated in response to an NS or after the Network Maintenance Period has elapsed or when there have been significant changes as described below  The NA message contains this MPs view of the current network topology.  This node, called the owner, is responsible for reporting its local connections (associated STAs, MGs, Portals), the conditions of links in its immediate one-hop neighborhood and for providing information on the topology of the rest of the mesh network.   

To minimize communication overhead, full NA messages are not be sent unless an NS message is explicitly received or unless it is the first NA message being sent out by each MP or a time period, called the Full NA Period, has elapsed since the last full NA has been sent. Instead, MPs may send δ-NA messages which contain only the topology changes from the last NA message sent. Additionally, if an MP has no changes to report since the last NA message it may use the Φ-NA message to indicate so. The Φ-NA message serves as an indication that the sending MP is still active and wishes to maintain the link

There are several indicators used to represent significant changes in the topology that will trigger the generation of a new NA or  δ-NA  or cause an MP to generate an NS.  These include addition/deletion of entities to its one hop neighborhood.   There are predefined threshold values for the quality and load metrics that should be exceeded before triggering further updates.
When security has been enabled in the network, in order to learn and maintain topological information. In this procedure, all messages are encrypted before being transmitted. Since NA information is not intended to be pair-wise, the NS, NA, δ-NA, Φ-NA messages are encrypted using the GTKs of the one-hop neighborhood of the sender. MPs form multicast groups with neighboring MPs and share different group keys for different multicast groups. The Encryption algorithm of choice is AES-CCMP which provides encryption (secrecy) as well as integrity check and authentication in a single pass.

6.4.2 MAP Discovery by Clients
AP Discovery is the used by a client to associate with an MAP that is part of the mesh backbone network. In this case, the MAP behaves essentially as a normal AP would behave from the point of view of the client.  
6.4.3 Partitioned Mesh and Mesh Merging
If an MP in an established mesh receives a mesh beacon, an NS or an NA message from a previously unknown MP with the same mesh ID as the mesh to which the MP currently is a member, then there may exist a partitioned mesh with two disjoint sets of MPs.  The partitioned mesh can be merged to create a single mesh under certain conditions.  A partitioned mesh can occur due to drop outs of MPs that cause a disconnected mesh or from two initial MPs forming the meshes and then coming into contact, either through the addition of a new MP in the middle or due to mobility. 
In general, it is up to an individual MP that can communicate with both meshes to determine whether to join the two meshes or to abandon one mesh in favor of the other.  This choice is safer from the security point of view.  It allows the other mesh members to determine whether or not to let the new member join their mesh.
If the modes and parameter settings of both meshes are compatible then it is possible to merge the two networks simply by having the MP that can communicate with both meshes associate with a member of the other mesh.  Once a mesh link is established connecting the two submeshes, the normal network maintenance procedure will eventually recognize the new topology and generate appropriate routes.
If the modes and parameter settings of the two meshes are incompatible, then the two meshes shall not merge.  The MPs that are in the intersection of both meshes shall individually determine whether to join the other mesh and disassociate from their current mesh.  A rule for choosing which MP shall initiate the mesh link establishment with the other mesh is that the mesh with the smallest number of  MPs shall disassemble and join the other mesh.  If there is an equal number of MPs in each mesh, the MP whose minimum MP MAC address in its topology is larger, shall establish a mesh link with the other MP.  The mesh beacon shall contain the number of MPs in the mesh and the minimum MAC address in the mesh as part of its information. In this fashion, one of the mesh segments shall slowly disappear and its members will join the other. 
6.5 Mesh Routing
The SnowMesh assumes a common routing policy is in force throughout the mesh.  This policy is defined by the routing option parameters and every MP joining the mesh needs to support the active mesh routing protocol.  Currently, only the SLRP scheme is fully defined.  Several other candidate protocols are possible, but they have not been investigated including Bridging Protocol, QoS protocol and Reactive Protocol and Hybrid protocol.  A brief summary of the Bridge Mode is described in this section, following the SLRP description.

It is the intention of this proposal to allow the definition of additional routing protocols.  The format of the NA and NS messages are flexible so that they could be reused for differing purposes in different routing protocols.  The protocol options in force are included in the mesh information elements and can be obtained by mesh points through either the beacon message or an associate response.  As new protocols are defined, it should be relatively simple to introduce them into the standard.
6.5.1 Simple Link Routing Protocol (SLRP)

The basic routing scheme used in SnowMesh is a reactive scheme that is a variant of Global State Routing/Fisheye State Routing (GSR/FSR) protocols, called the Simple Link Routing Protocol (SLRP). The SLRP assumes a flat routing space, with all entities (MPs, STAs and Portals) denoted by their MAC addresses.  In SLRP, routes are determined between all pairs of MPs.  STA’s are reached through their associated MAPs and portals through their attached MPs.  The protocol is primarily a unicast scheme, but methods for efficient multicast and broadcast are described.
A weighted shortest path method based on Djikstra’s algorithm is used to compute the routes based on a weighted graph representing the topology of the mesh.  The weighting uses a combination of two link metrics in route selection: one is called link quality and is based on the properties of received packets such as RSSI and the second is link load that is based on the loading of the link.  
In SLRP, each node maintains a routing table where there are several types of entries (MPs, STAs, Multicast Groups and Portals).  
In this algorithm, each MP monitors its own neighborhood and keeps updating its 1-hop neighbor list through the Network Maintenance Procedures.  The list is stored in the Neighbor Table.  Each MP also maintains its own knowledge of the network topology in the Topology Table.  This topology consists of its own neighborhood, as well as topology information received and composed from topology information sent by other MPs.  Periodically each node broadcasts its view of the topology that includes its Topology and Neighbor Tables.  These messages are time stamped with the sending machine’s local clock and given a sequence number. After receiving sufficient topology messages, a view of the whole network topology can gradually be derived.
Each MP in the mesh is assumed to possess nearly identical information and will independently compute its routing table from its own local view of the topology.  In practice, the MPs should produce nearly identical routes for messages.  It is expected that routes will converge when there are changes to the topology relatively quickly and this rate is a function of the update period for the NA messages and the amount of mobility in the system.  The scheme will accommodate both mobile MPs and mobile clients, although it is expected that the mobility is relatively slow (hence the term nomadic  in SnowMesh).  This scheme is known to be non-optimal for many situations, however, its simplicity provides a foundation from which more tailored routing schemes can be supported.  In particular, the routing is separate from the QoS and Power Save mechanisms to keep it simple. 
The routing scheme is prevented from forwarding packets in infinite loops by including a Time to live Field in the frame.  If a frame is received, the TTL is decremented. If the frame needs to be forwarded and the TTL  is zero, then it will be discarded.
In the actual network topology graph, nodes are either physical routable nodes (MPs) or virtual routable nodes (clients and portals).  Physical routable nodes are the physical MP nodes.  The virtual nodes are those clients who are associated to the service interfaces of the MP nodes.  In the case that a MP connects to an external network, this network becomes a virtual node as it is a single routable endpoint.  It is the virtual node which is attached to the portals of the MP.  When the routing table entry is derived from this virtual node, a default route is generated to the MAC address of the portal.

From a routing point of view, these virtual nodes do not actively participate in routing information exchange. Instead, the associated physical nodes will exchange routing information on behalf of these virtual nodes.  Thus these virtual nodes are only presented as “leaf nodes” in the topology.  They connect to the network topology only through physical nodes.  These physical nodes hence become the “proxies” of the virtual nodes.  They include virtual nodes in their Topology Table so the locations of these virtual nodes will be propagated through the network.  These proxy nodes are also responsible for capturing the outgoing packets from the virtual nodes so they can forward the packets correctly to their destinations within the mesh.  Incoming packets for these virtual nodes also arrive at the proxy nodes first, which then put the packets out on their interfaces connected to the virtual nodes so the packets can be received by the clients.

Multicast and broadcast groups are also handled differently and are described in a later section. 
The procedure for updating and maintaining the Routing Table is described.  After the Topology Table is updated, the route computation is executed to generate routes to the other MPs and their associated entities in the mesh.  The results are stored in the “Routing Table. 

6.5.1.1 Routing Table

The third important data structure maintained is the Routing Table that consists of a list of next hops for the routes. This is the internal mesh routing table.  It represents the route calculation results based on the network topology.  For efficiency, there is one route instance for each entity in the network (MP, STA, Portal).  The multicast groups are handled separately.. The entry list contains the next-hop MP in the network for that entity on the route from this MP to the destination MP.  If storage at the MP is an issue the Routing Table need only contain entries for each MP with a separate lookup list to find the associated client or portal.  The RouteTableEntry is defined as follows.

Table 10: RouteTableEntry Data Structure that represents the selected path from this MP to a destination entity
	Data Member
	Data Type
	Comments

	Destination Entity MAC Address
	Uint48_t
	MAC Address of the destination entity

	Destination Entity Type
	short
	MP, STA, MG or Portal

	Next Hop MAC Address
	Uint48_t
	MAC Address of next hop MP on path to destination

	Next Hop Port ID
	short
	Designation of Port to be used to reach next hop destination

	Hops_remaining
	short
	Number of hops to destination from this MP

	Weighting
	short
	Total path weight to destination

	Last Serquence Number
	short
	Sequence number of last update

	Last Update Time
	Timeval
	Time of last update

	Flags
	
	

	
	
	


The information contained in the Table Entry is computed by the Path Selection Algorithm that is described in the next section.
6.5.1.2 SLRP Path Selection Algorithm

The SLRP Path Selection Algorithm is called by the Routing Algorithm when significant changes in the Topology have occurred.  Every MP will run this algorithm and should compute consistent paths when the Topology Tables are similar.  The path selection algorithm represents the entire topology as a weighted graph and then runs a Weighted Shortest Path algorithm over the graph.  This normally returns the next hop destination MP for every entity in the network from the owning MP, the hop count from the source, the hop count from this owning MP, the total weight accumulated over that path from the owning MP and the total weight accumulated over that path from the source MP.  The Path Selection Algorithm will also return the complete path for use in the multicast routing calculation.  The calculation of the weights to be used in the scheme is as follows.
Link Weighting

The Total Link Weighting is computed as a weighted product of the link quality metric and the link load metric.  The link weighting is designed to favor links with stronger signal strength, but this is reduced if the link is heavily loaded. 
Each link in the topology is unidirectional with each assigned a weight based on its quality and the load on that link.  The overall weight W, is given by W = aQ*bL, where Q is the link quality metric, L is link load metric and a is the quality factor and b is the load factor.  Q and L are assumed to be between 1 and 10 with 1 being the best quality or lightest load.  The load and quality factors are assumed to be between zero and one.  Thus, the link weight W is between 0 and 100, with 100 being the worst link weighting.  It is possible to vary the importance of each of these metrics by changing the value of a and b. The values for the quality and load factor are parameters of the routing algorithm and are known to all MPs.
Final Path Selection
A practical issue rises as typically the link quality (signal strength) often fluctuates widely, even after statistical methods smoothing of the results.  To avoid having the Djikstra results (the routes) change too often, we apply a damping algorithm to the Djikstra results before they are used to derive the routes.  In detail, the previous Djikstra shortest path tree is kept in memory.  In the next round, new paths of the new Djikstra Shortest Path Tree are compared to the old results.  For a particular destination, if the old path to reach it is still valid and the total weight of the new path for the same destination does not differ significantly from the old path, the old path is renewed and used again for route derivation.  This way route fluctuation is reduced.  The degree of damping is controlled through a parameter known as the “damping factor”, which is a percentage limit of how much weight change is considered “significant”.

6.5.1.3 Multicast/Broadcast Routing

The routing scheme will support both multicast message delivery.  The multicast message can be generated either by an member of the multicast group or any other station entity.  A Multicast Table is maintained that contains the list of MAC addresses of the individual members of the multicast group.  The destination address of any received message that has the group bit set, must be checked against the Multicast Table to determine if it is a known multicast group address.  If a message destined for a known multicast group address is received, it will be forwarded to the destination on a Port if the current node is on a route from the source to any to the final members of that group.  
This is accomplished as follows.  For each destination member of the multicast group (except the sender of the message if it is in the group), the current MP examines the route from the source to the destination member (this is computed from the Topology Table by the path selection algorithm).  If the current MP is on the path from the source to this destination member, then the current MP will add this to a list showing that the packet should be transmitted over one of the current MP’s mesh link, local access service link or portal.  This is repeated until the current MP has determined the list of all needed next hop mesh links for this packet to all of the multicast group members. The packet is then sent over a mesh link either as a unicast message or multicast to its one-hop neighborhood for more efficient transmission, depending on the next-hop list.  Broadcast messages are handled in a similar fashion.  
6.5.1.4 Roaming

The SLRP routing scheme will support mobile clients within the mesh.  If a client roams between mesh points, then the network maintenance procedure will report the change.  At the end of the reporting period, the MPs will be informed that there has been a deletion in the client list of one MAP and an addition to the client list of another MAP.  Packets destined for this client will then be delivered to the correct MP and then to the client.  If packets arrive while the client is in transition, the MAP can either discard the packet immediately or hold the packet for a period of time until the next updates are collected and then forwarded to the new destination.  As long as the client mobility is not too high, the SLRP should accommodate the mobility.
Similarly, it is also possible to support MP Roaming in this fashion, although the procedure is more complex.  The periodic maintenance updates will report the changes in the link metrics as the MP is moved.  These may create new routes.  If a mesh link is dropped, packets en route through that link are dropped or held for a time to determine if a new route can be formed.  The mobile MP must establish new mesh links if it moves to new neighborhoods.  Again   as long as the mobility is not too high, the changes should be accommodated.
6.5.2 Bridge Mode

The SnowMesh can also easily support an effective Bridging scheme.  The mesh provides some advantages over conventional architectures in that MAPs are incorporated and security can be enforced.  Bridge mode in the mesh is designed to operate in the manner envisioned for WDS links.  In Bridge mode, the routing function is replaced by a learning bridge.  This bridge will observe frames that traverse its ports and mesh links and place entries in its Bridge Table.  In this way, each MP will learn the proper mesh link and port in which to forward frames.  The Bridge will learn local clients, MACs associated with local ports, and next hop mesh links for MACs not locally known.  A spanning tree algorithm is used to find the best path when there is a choice. 
If the MP receives a frame with a destination MAC that is not known, then it must flood its ports and links with the packet.  If there is a return message, then the bridge can update its tables.

The Bridge scheme suffers the drawbacks mentioned earlier such as having the spanning tree disable multiple paths to a destination and to external networks.  However, there is very little overhead required to operate in bridge mode, in particular, there need be no large NA messages as used in the SLRP scheme.
6.6 SnowMesh Specialized Services

6.6.1 SnowMesh QoS
For a SnowMesh mesh network to support quality-of-service, cooperation is required between several different functional components, including MAC, routing and admission control, and traffic policing. These different functions need to work in coordination with each other to provide the higher layers with the bandwidth, end-to-end packet delay, delay jitter, and loss rate they require. 

Because the number of QoS flows from STAs going through a MAP could, in aggregate at be large, it is preferable for a MAP not to maintain per-flow information.  Therefore, differentiated services, diffServ, is adopted in the mesh backbone over the WDS links, while a MAP serving the STA generating the flow keeps information for each group of QoS flows it serves as in 802.11e[2]. 

6.6.1.1 SnowMesh MAC QoS:

Typically a packet needs to traverse multiple hops in a mesh network before reaching its destination. The QoS experienced by a packet on each hop must satisfy certain requirements in order for the end-to-end QoS requirement to be met. The per-hop behavior is controlled by the MAC sublayer and SnowMesh adopts the EDCA mechanism of the IEEE 802.11e protocol to support the per-hop QoS. 

EDCF is implemented in the MAP, which is better suited for a multi-hop network than HCF and PCF, because it does not require substantial coordination between different nodes. The EDCF function defines four Access Classes (AC) which use different channel access contention parameters (AIFS, CWmin/CWmax, TXOPLimit). These parameters are defined by MIB attributes and can be based on the network setting and requirements. The result is that packets of higher access priority receive better service (higher throughput and lower delay) than packets of lower access priority, in a statistical sense. The EDCA contention parameters can be assigned by the MIB differently for STA-MAP links (at the network edge) and for MP-MP links (mesh links in the backbone) to give preferred treatment to the MP-MP links. 

A link needs to estimate the current QoS experienced by packets from each AC (such as service rate, packet loss rate, average delay, delay jitter) on its hop and compare this with the required QoS of that AC. A link also needs to estimate whether the QoS of each AC (except best effort) can be satisfied if a new flow is to be admitted to a certain AC, and if the QoS of the new flow can be met. This estimation can be done using the current residual (unused) bandwidth and the bandwidth requirement of the new flow, and on its estimation on how much additional delay for each AC will be introduced by the new flow. This per-hop information will be used by the QoS routing protocol and the admission control protocol[11].

6.6.1.2 Multi-radio and channel sharing:

In SnowMesh, a node is allowed to operate either with a single radio or multiple radio interfaces. 

A node with multiple radios should balance their transmissions between different channels. A radio can receive a packet from a radio interface in channel A from its last hop neighbor and forward it to its next hop neighbor through another radio interface in channel B (provided the next hop neighbor also uses a radio interface in channel B). Thus, the reception and forwarding of packets can be with different channel.
When two nodes (a link) share multiple channels, a node can decide which channel to use to transmit a given packet following some load balancing schemes. An example is that the sender checks the current sizes of the corresponding queues (the queues of  the AC corresponding to the packet) in its multiple radio interfaces and use the interface with the shortest queue length. This way, load balancing is done on a packet-per-packet basis and incorporates the latest conditions in multiple channels, and there is no need for a MAP to maintain per-flow information for all the flows routed through it. Because the multiple radio channels between two adjacent nodes can be shared freely, the fact that there are multiple channels operating between them is transparent to other links and high layers.

6.6.1.3 QoS routing and admission control

The purpose of QoS routing is to find a route for a flow of a certain AC and with a given TSPEC (traffic specification, including sustained rate, bursty rate, delay and jitter requirement) such that the QoS requirement of this flow can be met, and all the QoS flows which have been admitted can still meet their QoS requirements. 

Because the basic SLRP is based on link state which does not necessarily reflect the QoS requirement, a basic QoS routing protocol needs to determine if the route selected by the basic link state routing protocol can meet the QoS requirement of a flow. Therefore a scheme is required to estimate whether a QoS flow should be allowed on given path. 

The end-to-end QoS experienced by a flow is the aggregation of the per-hop QoS experienced by the flow on each hop it traverses. The estimation needs to be done on each hop, determining whether the admitted QoS flows can have their QoS requirements met if the new flow is added to this hop, and if the QoS of the new flow can be met on the partial path from the source to the current link. If these requirements are met on every hop, the end-to-end QoS of the new flow can be met, and the flow can be admitted on this route. 

This QoS estimation can be done hop by hop. The additional interference caused by the new flow on nearby links should be accounted for when a link makes its estimation. The basic QoS routing process is as follows:

a) The source node sends a QoS Request packet along a path computed by the basic link state routing protocol; SLRP,
b) If a link on the route find the QoS cannot be met, it drops the QoS Request packet; otherwise it forwards it to the next hop; 

c) If the packet reaches the destination, the route is found to satisfy the QoS of the new flow (and all the admitted flows). The destination can send a reply back to the source indicating a QoS route is found. The new flow is thus admitted along this route; 

d) If the source node does not receive this reply after a timeout period, it may decide the route it selects does not support the QoS requirement of the new flow, and may send another QoS request along another path computed from the simple link routing protocol topology information. 

This routing protocol is defined as an option of the mesh routing options, although the details have not been completed.  The NS message will be configured to satisfy the probe function described.  The NA message will still be employed to capture the topology information in the proactive and periodic manner.
Other QoS routing protocols, such as on-demand QoS routing schemes, can also be used, provided that the MAC sublayer provides sufficient information to make the above QoS estimation. The QoS routing and admission control process is done with coordination among many nodes in the mesh. But from the view point of the STA initiating the QoS request, the decision on admitting or rejecting the QoS flow comes only from the MAP it is associated with. If a QoS request is rejected, it’s the STA’s responsibility to determine whether to reject the request to the application making the request (for example, reject the VoIP call citing the medium is busy), or to send the traffic without any QoS requirement (for example, sending video streams as best effort traffic). 

6.6.1.4 Policing: 

Once a QoS flow is admitted, it is bound by the TSPEC the network has agreed on. Should the TSPEC change in the middle of the session, it is subject to the QoS routing and admission control procedure once again. Otherwise the application is required not to exceed the sustained and bursty rates of the TSPEC. The MAP serving the STA generating the flow should implement some mechanisms to check whether a STA is following its TSPEC. The basic mechanism checks the average rate and bursty rate received from a flow. Once a STA is found to violate its TSPEC, a policing act needs to be taken.  The MAP can either degrade the service the flow receives (downgrade the AC) or terminates the connection with the STA (whether a QoS flow should be allowed on given path). Such a violation should also be reported to the AAA server and an administrative action should be carried out based on the network operator’s policy.

6.6.2 Power Management
The power management in the mesh is an extension of the normal power save mode in 802.11.  A STA can negotiate to enter the power save mode at any time with its associated MAP.  The MAP will buffer the packets for its STA while they are in sleep mode.  The ability of an MP to enter power save mode is slightly more complex as it will depend on whether it is supporting its associated STAs and on whether it is participating in active routes.  It is also extremely difficult to fully support QoS and power management.  

A Basic Power Management Scheme for the mesh is described.  An MP is eligible to enter power save mode if:

1. it currently has no active STAs and

2. if entering power save mode will cause an active MAP to become disconnected due to no other routing paths available.

If these conditions are satisfied, then it must negotiate the sleep interval with each of its one-hop neighbors and cause revised NA messages to be generated to indicate a topology change.  The one hop neighbors will buffer any packets destined for the MP until it completes its sleep interval.

The MP will use the standard 802.11 messages for requesting the power save modes with each of its neighbors.  The messages will be identifiable as mesh messages through the FromDS/ToDS fields.  A routing algorithm option that considers power consumption of the MPs is included as an extension routing protocol, although details of its design have not been defined.
7 Mesh Management

In this proposal, we have assumed that the mesh modes and parameters have been preselected and are known or propagated to the necessary MPs so that the initialization procedure can operate.  There are many conditions under which the mesh may need to modify its operating modes and parameters.  In these cases, the new modes and parameters will be negotiated.  If a negotiated set of modes and parameters can not be determined, then the MP with the minimum address shall determine the mesh modes and parameters.  Some of the mesh wide modes and parameters to be negotiated include the routing algorithm, the security modes, the power save and the QoS .The channel allocation can be done on a mesh wide basis or done on a pairwise basis.  The NA for SLRP includes the channel usage information for every MP in the net, so that information needed to perform channel allocation is available.  However, no algorithms have been included.
In this proposal the protocols for negotiating parameters have not been explicitly described, but need to be included in the near future.
8 External Networks

The mesh network is intended to appear as a normal 802.1 network to any upper layer protocols.  It is intended that IP protocols will easily run on top of this network.  The mesh is intended to operate seamlessly with normal IP support functions such as ARP, DHCP and NAT.  The portals can be running normal bridge code or can be gateways or routers.  The fact that it is connected to a mesh should not effect the normal operation of the portal and the mesh should be transparent to the portal.  In general, the portal connections operate the same as is commonly found in traditional APs. 

9 Initial Simulation Results
We evaluate the performance of SLRP using ns-2 simulator with CMU-wireless extensions [13]

 REF _Ref106628215 \r \h 
[14]. 
The simulation scenario includes 8*4 MAPs deployed in the rectangular grid structure. The distance between two nearby MAPs is 250 meters, which is the same as the assumed maximal communication range. The interference range, however, is assumed to be about 550 meters. There exist 100 clients randomly located in the field. Each client starts a CBR connection with 50% probability of selecting a destination outside the WLAN mesh, and the other 50% probability of selecting a destination located in the same WLAN mesh. The bandwidth of a channel in the simulation is set to be 11 Mbps. All MAPs start operation at the time zero, but clients start transmitting data after 30 seconds. The total simulation time is 100 seconds.

The performance of the usage of two channels and multiple portals is also evaluated to compare with the baseline scheme where single channel and single portal are used. In the case of single channel, all the packets including control and data packets, originated either from clients or MAPs, are transmitted over the same channel. On the other hand, two channels are used at the communication between clients and MAPs, and the communication between MPs, respectively. One or multiple Mesh portals may exist in the WLAN mesh. The deployment of one, two and four mesh portals in a WLAN mesh is depicted in Figure 13. In the case of single portal deployment, the centric portal node has 11 neighboring MAPs interfering with its communications. 
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Figure 13: The topology of one, two, and four mesh portals used in the simulation.

The simulation result of SLRP in the basic mode (full update) is shown in Figure 14. Four cases are simulated and shown from left to right. The first case is the result of using single channel and single portal node. That is, all the nodes, including both mesh APs and clients are operated at the same channel. In the second case, two channels are used for the MAPs to clients and MAP to MAP communications, respectively. In the third and fourth case, we increase the number of mesh portals to be 2 and 4, respectively. 

Due to high congestion around the region close to portal nodes, the system performance is constrained by the throughput of portal nodes. It is shown that with additional channel or portal nodes, the performance of WiFi mesh networks is much improved.
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Figure 14: Simulation results 
These results only show that the mesh performs better with additional channels and portals, even with SLRP and full NA messages (without the delta-NA mode).  Further studies using our simulation model to investigate mobility, channel conditions and link metrics are ongoing.
10 Summary
A description of the SnowMesh architecture that can serve as the basis for the 802.11s ESS Mesh standard is proposed.  The key attributes of this scheme include:

· Self-organizing initialization and maintenance that accommodates additions and deletions of mesh entities

· Simple Link Routing Protocol define with link quality and link loading metrics

· Strong Centralized Security scheme defined, based on 802.11i with pairwise link encryption and neighborhood group keys

· Support for single of multiple radios 

· Close integration with existing 802.11 MAC with very few changes to protocol and frame formats

· Mesh is transparent to the STAs and require no modifications to existing client interfaces

· Architecture is extendable to support different routing, security and QoS schemes tailored for different types of applications

· Distributed security scheme defined

· Support for efficient multicast and broadcast across the mesh

This proposal contains descriptions of the key features, however, it is still a work in progress and there are many areas which need further consideration and refinement. 
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12 Appendix I: List of Comparison Criteria

12.1 Coverage of Minimum Functional Requirements
This section contains a template for disclosure of coverage of minimum functional requirements with a proposal.  See  [A5] for detailed definitions of functional requirements.  This template must be filled in and included with a proposal submission.
	Number
	Category
	Name
	Coverage

(Complete /Partial/ None)
	Notes
	References

	FR1
	TOPO_RT_FWD
	Mesh Topology Discovery
	Complete
	Initialization and discovery procedure
	Section 6.1

	FR2
	TOPO_RT_FWD
	Mesh Routing Protocol
	Complete
	A basic protocol, SLRP, defined
	Section 6.5

	FR3
	TOPO_RT_FWD
	Extensible Mesh Routing Architecture
	Complete
	Options for defining additional schemes provided.  No examples.
	Section 5.3

	FR4
	TOPO_RT_FWD
	Mesh Broadcast Data Delivery
	Complete
	Procedure defined for SLRP
	Section 6.5.1.3

	FR5
	TOPO_RT_FWD
	Mesh Unicast Data Delivery
	Complete
	Procedure defined for SLRP
	Sections 4.3.2.4, 6.5.1.

	FR6
	TOPO_RT_FWD
	Support for Single and Multiple Radios
	Complete
	Architecture described.  Supported in SLRP
	Section 4.3.2.1

	FR7
	TOPO_RT_FWD
	Mesh Network Size
	Complete
	Approximately 32 MPs
	Section 4.3.2

	FR8
	SECURITY
	Mesh Security
	Complete
	Two modes defined: centralized and distributed
	Section 6.2

	FR9
	MEAS
	Radio-Aware Routing Metrics
	Complete
	Two metrics quality and load defined in SLRP
	Section 6.5.1.2

	FR10
	SERV_CMP
	Backwards compatibility with legacy BSS and STA
	Complete
	No modifications needed for STA
	Section 4.3.2.2

	FR11
	SERV_CMP
	Use of WDS 4-Addr Frame or Extension
	Complete
	Extension to WDS frame format defined
	Section 5.1

	FR12
	DISC_ASSOC
	Discovery and Association with a WLAN Mesh
	Complete
	Association procedure defined
	Sections 6.1, 6.2 

	FR13
	MMAC
	Amendment to MAC with no PHY changes required
	Complete
	Frame formats and services defined.  Minimal changes
	Section 5, 4.3.2.1

	FR14
	INTRWRK
	Compatibility with higher-layer protocols
	Complete
	Support for high layers is transparent
	Section 8


12.2 Coverage of In-Scope Functions (Informative)
This section contains a template for informative disclosure of coverage of in-scope functions with a proposal.  See [A5] for detailed description of in-scope functions considered by TGs.  This template may be filled in and included with a proposal submission.

This purpose of this template is primarily to aid the reader in identifying which in-scope features are covered by a proposal, and which sections of the proposal are relevant to each feature.   The in-scope functions listed below are NOT mandatory for inclusion in a proposal and are NOT functional requirements.  Proposers are welcome to provide additional functions that are in-scope.

	Number
	Name
	Coverage

Yes / No / N/A
	Notes
	References

	Mesh Topology Learning, Routing, and Forwarding (TOPO_RT_FWD)

	TOPO_RT_FWD_SCP1
	· Mesh topology discovery, including Mesh Point neighbor discovery within a WLAN Mesh
	Yes
	
	Section 6.1

	TOPO_RT_FWD_SCP2
	· MAC address-based mesh routing protocols and algorithms
	Yes
	
	Section 6.5

	TOPO_RT_FWD_SCP3
	· MAC-layer mesh broadcast/multicast and unicast data delivery
	Yes
	Mainly for SLRP
	Sections 4.3.2.4, 6.5.1.3

	TOPO_RT_FWD_SCP4
	· Architecture to support alternative routing protocols and metrics
	Yes
	Options described but, no examples provided
	Section 5.3

	TOPO_RT_FWD_SCP5
	· Mesh routing with single-radio devices
	Yes
	Routing is transparent to number of radios
	Section 6.5

	TOPO_RT_FWD_SCP6
	· Mesh routing with multiple-radio devices
	Yes
	Routing is transparent to number of radios
	Section 6.5

	TOPO_RT_FWD_SCP7
	· Use of radio-aware route selection metrics 
	Yes 
	in SLRP
	6.5.1.2

	TOPO_RT_FWD_SCP8
	· QoS-based route selection
	No
	Possible implementation briefly described
	Section 6.6.1.3

	TOPO_RT_FWD_SCP9
	· Proactive routing
	Yes
	SLRP
	Section 6.5.1

	TOPO_RT_FWD_SCP10
	· On-demand routing
	No
	Possible implementation option
	Section 5.3

	TOPO_RT_FWD_SCP11
	· Hybrid routing
	No
	Possible implementation described
	Section 5.3

	TOPO_RT_FWD_SCP12
	· Mesh Point neighbor discovery within a WLAN Mesh via passive scanning 
	No
	Active preferred, passive possible
	Section 6.1.1

	TOPO_RT_FWD_SCP13
	· Mesh Point neighbor discovery within a WLAN Mesh via active scanning
	Yes
	Preferred method
	Section 6.1.1

	TOPO_RT_FWD_SCP14
	· Mesh routing in the presence of low-power (e.g. battery-powered) Mesh Points
	No
	Possible implementation described
	Section 5.3,
6.6.2

	TOPO_RT_FWD_SCP15
	· Support for WLAN Mesh network configurations with more than 32 Mesh Points.
	No
	Designed for about 32 MPs
	Section 4.3.2

	TOPO_RT_FWD_SCP16
	· Ability to recognize changes in the topology within a bounded time
	Yes
	Periodic Network Maintenance Procedure
	Section 4.3.2, 6.4

	TOPO_RT_FWD_SCP17
	· Ability to reconfigure the routing scheme within a bounded time in response to detected changes
	Yes
	Periodic Network Maintenance Procedure
	Section 4.3.2, 6.4

	TOPO_RT_FWD_SCP18
	· SAP interfaces and management primitives to provide support to enable higher-layer (e.g., Layer 2.5 and Layer 3) routing protocols
	No
	Not fully described
	Section 8

	TOPO_RT_FWD_SCP_Other
	· 
	
	
	

	Mesh Security (SECURITY)

	SECURITY_SCP1
	· Secure association of Mesh Points to a WLAN Mesh
	Yes
	Centralized and distributed schemes
	Section 6.1.16.1.3, 6.2

	SECURITY_SCP2
	· Securing a WLAN Mesh in which all of the Mesh Points are controlled by a single logical administrative entity for security.
	Yes
	Centralized scheme
	Section 6.2.1

	SECURITY_SCP3
	· Secure data message exchange between Mesh Points over mesh links
	Yes
	Pairwise encryption over mesh links
	Section 6.2.1

	SECURITY_SCP4
	· Secure management message exchange between Mesh Points over mesh links
	Yes
	Data portion of message encrypted
	Section 6.2.1

	SECURITY_SCP5
	· Secure topology and routing information exchange between Mesh Points over mesh links
	Yes
	Topology information encrypted in NA messages
	Section 6.2.1

	SECURITY_SCP6
	· Centralized authentication  and key management
	Yes
	In centralized scheme, 
	Section 6.2.1

	SECURITY_SCP7
	· Distributed authentication and key management
	Yes
	In distributed scheme
	Section 6.2.3

	SECURITY_SCP8
	· Hybrid authentication and key management
	No
	Possible to define
	Section 5.3

	SECURITY_SCP9
	· Static key support
	Yes
	As in 802.11i
	Section 6.2.1

	SECURITY_SCP10
	· Dynamic key support
	Yes
	As in 802.11i
	Section 6.2.1

	SECURITY_SCP11
	· Extension of IEEE 802.11i security mechanisms for mesh
	Yes
	Small extension to 802.11i
	Section 6.2.1, 6.2.2

	SECURITY_SCP_Other
	· Extendible
	Yes
	Possible to define additional security mechanisms
	Section 5.3

	Mesh Measurement (MEAS)

	MEAS_SCP1
	· Specification of radio-aware metrics for use by mesh routing protocols
	Yes
	Quality and load metric defined in SLRP
	Section 6.5.1.2

	MEAS_SCP2
	· Specification of radio-aware metrics for use by mesh medium access coordination
	No
	Briefly defined in QoS
	Section 6. 6.1.2

	MEAS_SCP3
	· Mesh link quality measurements
	Yes
	RSSI metric
	Section 6.5.1.2

	MEAS_SCP4
	· Mesh path quality measurements
	Yes
	Total path weights calculated
	Section 6.5.1.2

	MEAS_SCP5
	· Measurements to support the use of various types of antennas in a mesh network
	No
	Not addressed
	

	MEAS_SCP6
	· Mesh related measurements to aid STAs in making roaming decisions, e.g., WDS capacity currently available for traffic forwarding.
	No
	Not addressed at this time, but partially described in QoS section
	

	MEAS_SCP_Other
	· 
	
	
	

	Mesh Discovery and Association (DISC_ASSOC)

	DISC_ASSOC_SCP1
	· Protocols to allow Mesh Points to discover WLAN Mesh networks
	Yes
	Active scanning and Beacons
	Section 6.1

	DISC_ASSOC_SCP2
	· Protocols to allow Mesh Points  to associate and disassociate with a WLAN Mesh network
	Yes
	Association/Disassociation for mesh links defined
	Section 6.1.3

	DISC_ASSOC_SCP3
	· Protocols to allow Mesh Points to associate and disassociate with other Mesh Points within a WLAN Mesh
	No
	Only defined for mesh links
	Section 6.1

	DISC_ASSOC_SCP_Other
	· 
	
	
	

	Mesh Medium Access Coordination (MMAC)

	 MMAC_SCP1
	· Mitigate performance degradation caused by hidden nodes
	Partial
	Only with RTS/CTS 
	Section 4.3.2.4

	MMAC_SCP2
	· Mitigate performance degradation caused by exposed nodes
	Partial
	Only with RTS/CTS
	Section 4.3.2.4

	MMAC_SCP3
	· Flow control over multi-hop paths to avoid performance degradation and/or meet QoS goals.
	Partial
	Briefly described in QOS section
	Section 6.6.1

	MMAC_SCP4
	· Coordinating channel access across multiple nodes to avoid performance degradation and/or meet QoS goals in the multi-hop network.
	No
	Not addressed
	

	MMAC_SCP5
	· Traffic prioritization within a WLAN Mesh
	Yes
	Diffserv, Described in QoS section
	Section 4.3.2.4

	MMAC_SCP6
	· Enhancements to make the MAC work well across a range of different network sizes, usage models, etc.
	Partial
	Some parameters are settable for different situations
	Section 5.3

	MMAC_SCP7
	· Mesh link communication coordination
	No
	
	

	MMAC_SCP8
	· Support for admission control to determine if a particular flow can be admitted into the mesh network based on the availability of resources and existing usages.
	Partial
	Briefly described in QOS section
	Section 6.6.1.3

	MMAC_SCP9
	· Management of multiple classes of traffic, for example when both BSS traffic and mesh forwarding traffic are present in one device (e.g. in a Mesh AP).
	Yes
	Briefly described in QOS section
	Section 6.6.1.1

	MMAC_SCP10
	· Rate control enhancements for efficient multicasting and broadcasting in a mesh network.
	No
	Not addressed
	

	MMAC_SCP11
	· Improving spatial reuse in a mesh network.
	No
	Not addressed
	

	MMAC_SCP_Other
	· 
	
	
	

	Compatibility to 802.11 Services (SERV_CMP)

	SERV_CMP_SCP1
	· Mesh Point DS Services (DSS) Integration
	Yes
	Not specifically addressed, but assumed
	Section 8

	SERV_CMP_SCP2
	· WLAN Mesh compatibility with STA mobility/roaming
	Yes
	Briefly described for SLRP 
	Section 6.5.1.4

	SERV_CMP_SCP3
	· Techniques to allow WLAN Mesh to meet 802.11r system requirements
	No
	Not specifically addressed
	

	SERV_CMP_SCP4
	· Dissemination of  STA-to- destination MeshAP or STA-to-destination Mesh Portal routing information in the WLAN Mesh.
	Yes
	Provided in NA message of SLRP
	Section 5.4.2

	SERV_CMP_Other
	· 
	
	
	

	Mesh Interworking (INTRWRK)

	 INTRWRK_SCP1
	· Allow a WLAN Mesh to interface with higher layer protocols
	Yes
	Briefly described
	Section 8

	INTRWRK_SCP2
	· Interfacing a WLAN Mesh with other IEEE 802 LANs 
	Yes
	Briefly described
	Section 8

	INTRWRK_SCP3
	· Support for interfacing a WLAN Mesh with other IEEE 802 LANs using 802.1D
	Yes
	Briefly described
	Section 8

	INTRWRK_SCP4
	· Support for efficient utilization of multiple Mesh Portals in a single WLAN Mesh.
	Yes
	Supported by SLRP
	Section 4.3.2.4, 6.5

	INTRWRK_SCP_Other
	· 
	
	
	

	Mesh Configuration and Management (CFG_MGMT)

	CFG_MGMT_SCP1
	· Protocol extensions to support self-configuring formation of a WLAN Mesh network
	Yes
	Network Initialization Procedure defined
	Section 6.1

	CFG_MGMT_SCP2
	· Interfaces to support 802.11h DFS compliancy
	No
	Not addressed
	

	CFG_MGMT_SCP3
	· Interfaces and parameter exchange to enable RF auto configuration support
	No
	Not addressed
	

	CFG_MGMT_SCP4
	· Support for managed network management model
	No
	Not addressed
	

	CFG_MGMT_SCP5
	· Support for unmanaged network management model
	No
	Not addressed
	

	CFG_MGMT_SCP6
	· Interfaces and parameter exchange to exchange information about the capabilities of Mesh Point devices
	Yes
	Mesh Information Element defined
	Section 5.3

	CFG_MGMT_SCP7
	· Mesh network channel selection
	No
	No network wide channel, Select method briefly described, individual MP choice
	Section 6.1, Section 7 

	CFG_MGMT_SCP8
	· Mesh network Tx power control
	No
	Not addressed
	

	CFG_MGMT_SCP9
	· QoS policy and management 
	Partial
	Briefly described
	Section 6.6.1

	CFG_MGMT_SCP10
	· Support for time synchronization of Mesh Points if required by mesh services
	No
	Not addressed
	

	CFG_MGMT_SCP_Other
	
	
	
	


12.3 Applicability to Usage Scenarios
This section contains a template for reporting usage scenarios for which the proposer believes the solution is relevant.  It is desirable for proposals to provide evidence of meeting the soft requirements from the Usage Models document [A3].  This template may be filled in and included with a proposal submission.

It is not mandatory to prove the applicability of a proposal to any of the following usage scenarios.  If simulation results are included with a proposal, simulation scenarios relating to the following usage models are preferred.  If simulation results are included with the proposal, a detailed simulation methodology must also be included (See AD2: Simulation and/or experimental methodology in Section 2).  

	Number
	Name
	Definition
	Data Included?

Yes/No
	Notes
	References

	UM1
	Residential
	Include a description of how the proposal is applicable to residential usage scenarios, as described in [A3].
	Yes
	Intended for this app.  Briefly described
	Section 4.2.2

	UM2
	Office
	Include a description of how the proposal is applicable to office usage scenarios, as described in [A3].
	Yes
	Intended for this app.  Briefly described
	Section 4.2.2

	UM3
	Campus/Community/Public Access Networks
	Include a description of how the proposal is applicable to campus/community/public access  usage scenarios, as described in [A3].
	No
	Not addressed, but should be applicable
	

	UM4
	Public Safety
	Include a description of how the proposal is applicable to public safety usage scenarios, as described in [A3].
	Yes
	Intended for this app.  Briefly described
	Section 4.2.2

	UM5
	Military
	Include a description of how the proposal is applicable to military usage scenarios, as described in [A3].
	Yes
	Intended for this app.  Briefly described an embedded MP example
	Section 4.2.2


12.4 Quantitative Comparison Criteria
This section contains a template for reporting quantitative results relating to a proposal.  This list provides a list of quantitative metrics that are considered useful for comparing proposals to TGs.   It is expected that the comparison process for proposals will be iterative, and more detailed comparison methods may be added later as necessary.

This template may be filled in and included with a proposal submission.  Proposers are welcome to provide additional quantitative data to that specified in this section.  

If simulation or experimental results are included with the proposal, a detailed simulation methodology must also be included or referenced (See AD2: Simulation and/or experimental methodology in Section 2).  In addition to simulations, a proposal may also include analytical results with clearly documented scenarios and assumptions.

	Number
	Name
	Definition
	Data Included?

Yes/No
	Notes
	References

	QC1
	Routing complexity
	Memory, computation, communication complexity as a function of number of Mesh Points, number of STAs, number of active Mesh Paths, diameter and degree of the topology graph
	No
	Plan to address in the near future
	

	
QC2
	Routing convergence and recovery
	Time to discover a route, detect a link or node failure or performance metric change, repair a route due to failure or metric change as a function of number of Mesh Points, number of STAs, number of active Mesh Paths, diameter and degree of the topology graph, rate of change of the topology
	No
	Plan to address in the near future
	

	QC3
	Data delivery
	Performance factors such as end-to-end throughput, latency, robustness for traffic flows across the mesh as a function of the number of Mesh Points, number of active Mesh Paths, number of simultaneous traffic flows, diameter and degree of the topology graph, rate of change of the topology
	Yes
	Some simulation results presented for SLRP and  limited mobility
	Section 9

	QC_Other
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Abstract


This document is a draft of the Secure Nomadic Wireless Mesh (SnowMesh) proposal for the 802.11 TGs ESS Mesh Network standard for a self-organizing, store and forwarded capability for extensions to 802.11 WLANs.  The draft proposal describes the basic framework for the standard including major functions and frame formats.  The proposed framework is intended to be backward compatible with existing 802.11 STAs and has attempted to minimize the differences from the existing standards.   The protocol is designed to be extendable to accommodate many variations routing, security, QoS and power saving in meshes.  A basic scheme for operating a mesh is described, however, further effort is required to define specific extensions.
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Key Confirmation Key/


EAPOL Encryption Key


AES-CCMP: 128bits


TKIP: 128 bits





Pairwise Transient Key (PTK) = EAPOL_PRF(PMK, AP MAC Address|STA MAC Address APNonce|STA Nonce|)





Pairwise Master Key (PMK) = TLS_PRF(MasterKey,Client EAP Key|Client Address|Client Nonce|Server Nonce)





Master Key (MK)
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SPA, SNonce, Seq(n), msg2, MICPTK{SNonce, Seq(n),msg2}





SPA, Seq(n+1), msg4, MICPTK{Seq(n+1),msg4}





AA, ANonce, Seq(n+1), msg3, MICPTK{ANonce, Seq(n+1),msg3}





AA, ANonce, Seq(n), msg1
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Temporal Key/


Data Encryption/ Integrity Key


AES-CCMP: 128bits


TKIP: 256 bits





Key Encryption Key/


EAPOL Key Encryption Key


AES-CCMP: 128bits


TKIP: 128 bits
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