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1. Overview

This proposal document

2. Definitions

1. WLAN Mesh – A WLAN Mesh is an IEEE 802.11-based WDS which is part of a DS, consisting of a set of two or more Mesh Points interconnected via IEEE 802.11 links and communicating via the WLAN Mesh Services. A WLAN Mesh may support zero or more entry points (Mesh Portals), automatic topology learning and dynamic path selection (including across multiple hops).
2. WLAN Mesh Services – The set of services provided by the WLAN Mesh that support the control, management, and operation of the WLAN Mesh, including the transport of MSDUs between Mesh Points within the WLAN Mesh. WLAN Mesh Services supplement DSS (Distribution System Services).
3. Mesh Point – Any IEEE 802.11 entity that contains an IEEE 802.11–conformant Medium Access Control (MAC) and Physical Layer (PHY) interface to the Wireless Medium (WM), is within a WLAN Mesh, and supports WLAN Mesh Services.
4. Mesh AP – Any Mesh Point that is also an Access Point.
5. Mesh Portal - A point at which MSDUs exit and enter a WLAN Mesh to and from other parts of a DS or to and from a non-802.11 network. A Mesh Portal can be collocated with an IEEE 802.11 portal.
6. Mesh Link - A direct IEEE 802.11 link between two Mesh Points.
7. Mesh Path - A concatenated set of connected Mesh Links from a source Mesh Point to a destination Mesh Point.
8. Mesh Path Selection – The process of selecting Mesh Paths.
9. Path Metric –Criteria used for Mesh Path Selection.
10. Mesh Topology – A graph consisting of the full set of Mesh Points and Mesh Links in a WLAN Mesh.
11. Mesh Neighbor - Any Mesh Point that is directly connected to another Mesh Point with a Mesh Link.
12. Mesh Unicast - Frame forwarding mechanism for transporting MSDUs to an individual Mesh Point within a WLAN Mesh.
13. Mesh Multicast - Frame forwarding mechanism for transporting MSDUs to a group of Mesh Points within a WLAN Mesh.
14. Mesh Broadcast - Frame forwarding mechanism for transporting MSDUs to all Mesh Points within a WLAN Mesh.
3. Abbreviations and Acronyms
	Term
	Desctiption

	AP
	Access Point

	ASAT
	Associated Station Address Table

	CA
	Channel Assignment

	CAS
	Channel Sequence Number

	CC
	Control Channel

	CI
	Control Interface

	CRC
	Cyclic Redundancy Check

	CTS
	Clear to Send

	DC
	Data Channel

	DI
	Data Interface

	EAPOL
	Extensible authentication protocol over LAN (aka 802.1X)

	ESS
	Extended Service Set

	FCS
	Frame Check Sequece

	IE
	Information Element

	LLC
	Logical Link Control

	MAC
	Medium Access Controller

	MMPDU
	MAC Management Protocol Data Unit

	MP
	Mesh Point

	MPDU
	MAC Protocol Data Unit

	MPT
	Mesh Portal

	MPR
	Multi Point Relay

	MSDU
	MAC Service Data Unit

	MT
	Mesh Type

	MST
	Mesh Sub Type

	NAV
	Network Allocation Vector (a MAC-level carrier-sense)

	PHY
	Physical Layer

	QC
	QoS Control

	QoS
	Quality of service

	RSSI
	Receive Signal Strength Indicator

	RTS
	Request to send

	RX
	Receiver

	SAP
	Service Access Point

	SN
	Sequence Number

	SSID
	Service Set Identifier

	STA 
	Station

	TBC
	To be confirmed

	TBD
	To be determined

	TGe
	802.11 Task Group e  - Quality of Service

	TTL
	Time to Live

	TX
	Transmitter

	TXOP
	Transmission Opportunity

	WDS
	Wireless Distribution System


4. Mesh MAC Frame Formats

4.1. Mesh Data Frame Format

The proposed data frame format for ESS mesh is defined inFigure 1. The QC field provided by 802.11e and MC field provided by ESS mesh is added to the regular WDS frame. The unit of the field is an octet. 
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	6
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	0-2312
	4
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	ADDR

1
	ADDR
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3
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	Frame Body
	FCS


Figure 1 - Data Frame Format.

The MC field is composed of TTL, SN, MT and MST, denoting the number of the maximum hops, sequence number, type and subtype of frame, respectively, shown in Figure 2. The total length of this field is 24 bits.
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	MST
	TTL
	SN


Figure 2 - Mesh Control Field.

4.2. Mesh Management Frame

The management frame format for the ESS mesh is described inFigure 3. The maximum number of address is 3. Similarly to the data frame, the MC field is also added. 
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Figure 3 - Management Frame Frormat.
4.3. Mesh Message Type and Subtype Field

Table 1 shows the list for the various types of messages discriminated by subtype value.
Table 1 - Valid mesh type and subtype combinations

	Mesh type value

b3 b2
	Type description
	Mesh subtype value

b7 b6 b5 b4
	Subtype description

	00
	Management
	0000
	Hello

	00
	Management
	0001
	MPR-adv

	00
	Management
	0010
	TC-adv

	00
	Management
	0011
	ASAT-adv

	00
	Management
	1100
	CA

	00
	Management
	1101 – 1111
	Reserve

	01
	Control
	0000 – 1111
	Reserve

	10
	Data
	0000
	WDS-uc

	10
	Data
	0001
	WDS-bc

	10
	Data
	0010
	WDS-mc

	10
	Data
	0011 – 1111
	Reserve

	11
	Reserve
	0000 – 1111
	Reserve




5. Proactive Layer-2 Routing Protocol for Mesh Networks

Many layer-3 routing protocols have been proposed for wireless multi-hop communications [1]-[2]. Based on the route discovery methods, they can be mainly classified into reactive and proactive routing procotols. Because the WLAN mesh networks are generally considered to have the low mobility and the moderate networks size, the proactive routing is more benefical than reactive one. Here, we propose a proactive layer-2 routing protocol for mesh networks, which builds a globally optimal route for each destination, and adapts to the topology variation. The features of our proposed scheme are, (a) accommodating the legacy stations associated with mesh APs, (b) buiding the topology of the whole network by exchanging the neighbour information and topology control information, (c) optimizing the route with different link metrics, such as RSSI strength and load balance, (d)  supporting the WDS unicast/broadcast (multicast). 

5.1. WLAN Mesh Architecture

The topology for WLAN mesh network is illustrated inFigure 4. MPs in the WLAN mesh are connected based on a layer-2 proactive routing, to achieve the multi-hop communication. The interference between channels is decreased by allocating the different channels to the connections of MPs, Mesh APs and Legacy STAs. In order to alleviate the throughput degradation due to the multi-hop communication, the connections between Mesh APs can be connected with two or more channels. 
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Figure 4 – Proposed WLAN mesh network model.

5.2. Topology Discovery

5.2.1. Hello Frame Exchange

The Hello message is periodically exchanged over MPs for the neighborhood detection, as shown inFigure 5. The format of Hello message is specified by the proposed mesh management format in section 4.3. MP-D (denoted as Mesh AP-D in Figure 4) sends the Hello frame denoted as (1) in Figure 5, by setting DA to the broadcast address (FF:FF:FF:FF:FF:FF) and SA to the MAC address of MP-D. The 1-hop neighbor information of MP-D is involved in the MAC frame body.  In the case where no neighbour MP is detected, the null data is transmitted. Similarlly to MP-D, MP-B and MP-A periodically broadcast the Hello frames of (2) and (3), respectively. Upon receiving the Hello frame from MP-D, MP-B adds the MAC address of MP-D to its 1-hop neighor list. Every MP can acquire the MP information that is included in the 1-hop neighbor list of its neighbour, but not included in itself 1-hop neighbour list. Then, MP adds this information into its 2-hop neighbour list. For example, MP-D detects MP- B and C as 1-hop neighbors, and adds MP-E, A and F into 2-hop neighbors.  By exchanging the Hello frames, 1-hop neighbour address list and 2-hop address list for every MP in Figure 4 can be obtained. Figure 6 shows the list of 1-hop and 2-hop neighbors for MP-A, MP-B and MP-D.
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Figure 5 – Transmission of Hello frame over the WLAN mesh.
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Figure 6 - The MAC address list of 1-hop and 2-hop neighbours for MP-A, MP-B and MP-D.



5.2.2. MPR Selection
MP determines the OLSR (Optimized Link State Routing) based MPR (Multipoint Relay) set to retransmit all the broadcast frames. MPR can be calculated through the 1-hop neighbors, which can reach all symmetric 2-hop neighbors. For example (see Figure 4), when MP-D forwards the broadcast frames, MP-B and MP-C are candidators to flood the frames. In the case of MP-C selected as MPR set, to reach MP-A and MP-E in the 2-hop neighbour of MP-D, the hop number is 1 and 2, respecitively. In the case of MP-B selected as MPP set, to reach both of MP-A and MP-E, the hop number is one. Thus, the number of retransmissions by MP-B is smaller than by MP-C, and then MP-B should be selected as MPR set of MP-D. The OLSR-based MPR also can be calculated based on the willingness of MP to do as a MPR. MPs adversize their MPR information in the periodic Hello messages denoted as MPR-adv frame inFigure 7. To do this, MP sets DA as the broadcast address, SA as itself MAC address, and involves the MPR information in the frame body of MPR-adv frame. Upon receiving this broadcast frame, neighbour MP adds the MAC address of SA in MPR-adv frame to its MPR selector set, if itself MAC address is not included in the MPR set written in the frame body. For example, upon receiving the MPR-adv frame from MP-D, MP-B adds the MAC address of MP-D to its MPR selector set if its MAC address is involved in the MPR set written in the frame body of MPR-adv. Then, MP-B retransmits the broadcast frame from MP-D to its MRP selector set.
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Figure 7 - Transmission of MPR-adv frames to advertise the MPR set information.



5.2.3. Topology Control Messages

To advertise the links to all MP of its MPR selector set, MP generates a TC (Tolopogy Control) frame disseminated to the entire network, shown in Figure 8. For example, upon receiving the TC-adv frame from MP-D denoted as (1) in Figure 8, MP-B holds a table including the links to all MP of its MPR selector set based on the frame body, and then forwards it by resetting TA from the MAC address of MP-D to the MP-B’s one, denoted as (2). In this way, MP can take the MPR selector set information of all MPs based on the periodic TC-adv frame transmission, to build the whole network topology. Based on the network topology information, the optimal routing to all MPs can be obtained, which is kept in the OLSR-based routing table.  Note that SA in the TC-adv frame header is fixed to the address of MP-D in Figure 8, which is the originator address of MPR selector set information. When the address 3 of management is used to express the other address such as Mesh ID, shown in Figure 3, etc. the originator address for the MPR selector set information can be included in the frame body. 
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Figure 8 – Transmission of TC-adv frame including the links to all MPs of its MPR selector set.


5.2.4. Associated Station Address Table
Because the routing table does not include the route information to the legacy STA associated with Mesh APs, the information which mesh AP is associatedt with, is needed. Here, we propose that mesh AP generates an ASAT (Associated Station Address Table) frame, which records a MAC address table of legacy STAs associated with it. Figure 9 describes the transmission of ASAT frame to advertise the ASAT information, by setting DA to the broadcast address, and TA and SA to itself MAC address. For example, upon receiving the ASAT frame from MP-D, MP-B takes the ASAT information of MP-D based on the frame body, and adds this information to its ASAT (see Figure 9). Due to MP-B selected as the MPR selector set of MP-D, it forwards the ASAT frame to the neighbors, denoted as (1). Thus, mesh AP can obtain the ASAT information of all mesh AP by flooding the ASAT frames. Based on the ASAT, the routing table can be obtained to forward the frame destinated to the STA to the associated mesh AP.    
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Figure 9 – Transmission of ASAT-adv frame



5.3. Unicast Routing

Figure 10 shows the procedures how the frame from a STA can be forwarded to another STA based on the routing and association tables kept by every MP. In (1), STA-G sends a data frame by setting DA to the MAC address of STA-H, SA to the MAC address of STA-G, BSSID to MAC address of mesh-AP-D. In (2), upon receiving the frame from STA-G, mesh-AP-D learns that STA-H is associated with mesh-AP-A from its ASAT, and then forwards this frame to mesh-AP-B based on its routing table. In (3), similarly with (2), mesh-AP-B forwards the frame to mesh-AP-A by setting RA to mesh-AP-A, TA to mesh-AP-B. In (4), mesh-AP-A detransforms the WDS frame into the frame of infra-mode, and finally sends it to STA-H. 

[image: image6.wmf](1)

(2)

DA

MAC:H

FC

Du

FCS

SA

MAC:G

BSSID

MAC:D

Data

DA

MAC:H

FC

Du

FCS

SA

MAC:G

RA

MAC:B

TA

MAC:D

Data

DA

MAC:H

FC

Du

FCS

SA

MAC:G

RA

MAC:A

TA

MAC:B

Data

DA

MAC:H

FC

Du

FCS

SA

MAC:G

BSSID

MAC:A

Data

(3)

(4)

(1)

(2) WDS

-

uc

(3) WDS

-

uc

(4)

MC

MC

G

H

A

B

D


Figure 10 - Transmission of the data frame from STA-G to STA-H



5.4. Broadcast Routing

Figure 11 shows the procedures how the frame from STA-G can be broadcasted to all STAs. First, STA-G sends the frame of (1) by setting DA to the broadcast address, SA to itself MAC address, and BSSID to the MAC address of mesh-AP-D. Upon receiving the frame from STA-G, mesh-AP-D then broadcasts the frame of (2) to all neighbour MPs by setting TA to the MAC address of mesh-AP-D, and the frame of (3) to all STAs associated with it, by setting BSSID to the MAC address of mesh-AP-D. Due to mesh-AP-B selected as the MPR of mesh-AP-D, it broadcasts the frame of (4) to all neighbour MPs by setting TA to the MAC address of mesh-AP-B, and the frame of (5) to all STAs associated with it, by setting BSSID to the MAC address of of mesh-AP-B. Finally, mesh-AP-A broadcasts the frame of (6) to all STAs associated with it, by setting BSSID to the MAC address of mesh-AP-A.
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Figure 11 - Transmissions of broadcast frame from STA-G.

5.5. Routing with Different Metrics
5.5.1. Distribution of Link Metrics

By default, hop count is used as the routing metric. But hop count can not actually reflect the cost of forwarding packets. Some other metrics are necessary. In order to use link metrics other than hop count, each MP in the network has to monitor the link status and map some kinds of link quality into link metric. The link status includes traffic load over a link, the average delay of the transmission of a packet by the link, the instantaneous RSSI of the link, In general, OLSR TC message only carries the link state entry. In order to distribute the link metric together with the topology, a flag in TC message reflects what kind of link metric is being used. All the MPs must agree to use the same link metric.
	Message Size
	Time To Live
	Metric type=HOPCOUNT

	Advertised Neighbor Main Address1

	Advertised Neighbor Main Address2


Figure 12 - Normal TC message with hop count as the metric.

	Message Size
	Time To Live
	Metric type
	

	Advertised Neighbor Main Address1
	Metric1

	Advertised Neighbor Main Address2
	Metric2


Figure 13 - New TC message with metric other than hop count.

5.5.2. Routing table calculation
· Initial conditions: 

Topology table ttable, each topology entry, te, has three important members:

te->originator, the originator of the message

te->neighbor[i], the ith neighbor of the originator

te->linkmetric[i], the link metric between the originator and its ith neighbour
· Procedures for calculating the routing table rtable
1 All the entries in rtable are removed.
2 Find te in ttable so that te->originator equals self address, add self address to rtable as rt with rt->metric 0, set rt->processed flag to true.
3 For each neighbor te->neighbor[i] with a flag SYM or MPR

add {dst=te->neighbor[i], next= te->neighbor[i], metric=te->linkmetric[i]} to rtable

set rt->interface to the interface through which te->neighbor[i] is reachable.

4 find rtm with the minimum metric among the routes with processed flag not set.

5 If (rtm == NULL) rtable is calculated, end;
6 Find in ttable the entry, te, te->originator == rtm->dst
7 For each neighbor in the topology entry, te->neighbor[i] with a flag SYM or MPR

newmetric = rtm->metric + te->linkmetric[i]

find the route entry rt in rtable, rt->dst == te->neighbor[i]

if (!rt)


add {dst=te->neighbor[i], next= rtm->next, metric=newmetric} to rtable


set rt->interface to the interface through which rtm->next is reachable

else if (rt->metric >= newmetric)

replace rt with {dst=te->neighbor[i], next= rtm->next, metric=newmetric}

set rt->interface to the interface through which rtm->next is reachable
8 Set rtm->processed flag to be true.

9 Go to step 4

5.5.3. Pseudo Flow based Load Balancing
Since every traffic flow over the WLAN Mesh tends to choose the same minimum hop route, it then results that some MPs / links are heavily loaded. Those MPs / links have a high risk to become congested, and hence the quality of the relating traffic is degraded. To solve this problem, dissolving the concentration by dispersing the load is needed.

5.5.3.1. Pseudo Flow Management
The load dispersing can be performed by forming multiple paths from a MP to a destination MP. However, if load is balanced by dispersing per packet toward the multiple paths irrespective of the each service traffic flow, the packet arrival in the same flow may be disordered. Thus, the mechanism of keeping the packets of the same flow in order is favourable. Though a certain traffic flow cannot be exactly discriminated with the MAC frame header, a flow can be roughly identified with a pair of “Source Address” and “Destination Address” or a pair of “Transmitter Address” and “Destination Address” in the WDS frame (see Table 2.). Here, we call the flow identified with the above method as “Pseudo Flow” The Pseudo Flow is managed by assigning the Pseudo Flows to a path based on the monitor of Pseudo Flow load. Once the allocation of a Pseudo Flow to a path is finished, it is considered to be unchanged as long as the Pseudo Flow is active (i.e. packets flow through the Pseudo Flow), to keep the packet of the same flow in order. Figure 14 shows how to assign multiple flows of f2 and f3 to the same destination. The f1 and f2 already exit. When a new flow of f3 comes, the same path with the flow of f2 is usually choosed. In our scheme, a different path with f2 can be selected by using the load related metric. 
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Figure 14 - Assignment of multiple flows to the same destination.
5.5.3.2. Pseudo Flow Table

A Pseudo Flow is identified with a pair of “Source Address” and “Destination Address” or a pair of “Transmitter Address” and “Destination Address” in the WDS frame. Using such an identifier, monitoring of the Pseudo Flow load is possible (see Table 2.).
Table 2 - Examples of Pseudo Flow Table (cf. Figure 14)

Type 1




         Type 2
	PF Index
	SA
	DA
	load
	
	PF Index
	TA
	DA
	load

	f1
	8
	7
	3
	
	f1
	1
	7
	3

	f2
	8
	10
	2
	
	f2
	1
	10
	2

	f3
	9
	7
	3
	
	f3
	2
	7
	3


5.5.3.3. Extended Routing Table with the Load Related Metric
An routing table basically contains route whose metric to each “Destination Address” MP is minimum one. The load related metric can be calculated by a summation of intermediate MPs’ queues or that of frame numbers from the current MP to the destination MP. When a Pseudo Flow becomes active, intermediate MP selects an optimal route to the destination MP with a minimum load related metric. When the path for the new Pseudo Flow is determined, it is locked until this Pseudo Flow comes to an end, and then the load metric in the routing table is updated (see Table 3). When a Pseudo Flow becomes inactive, it will release the assigned path.


Table 3 - Example of Extended Routing Table ( cf. Figure 14)
	Path Index
	RA
	DA
	load metric
	assignment

	p1
	3
	7
	9
	f1

	p2
	4
	7
	13
	f2

	p3
	4
	10
	12
	f3


To mesure the load, we can monitor the lengths of every intermediate MP’s buffer queues, or count the number of frames from the current MP to the destination MP. Main triggers to update the Extended Routing Table are the activation of a Pseudo Flow and the detection of inactivity of a Pseudo Flow. Additionally, the detection of a certain path’s tightness of communication resources like a queue should be a trigger. Such tightness occurs as a result of the increase of some Pseudo Flows’ load and it means a risk (or a fact) of congestion in the path. It should be a trigger of Emergent Reassignment (see Figure 15). The Pseudo Flow f4 from MP no. 9 to 10 once assigned to the path p3 from MP no. 0 to 10 through 4. The Pseudo Flow f4’s traffic increases so much that the critical tightness of the path p2 and p3 is detected. Since Pseudo Flow f3 from node no. 9 to 7 has an alternative path p1 whose resource is not tight yet, then the Pseudo Flow f3 reassigned to the path p1 from node no. 0 to 7 through node 3.

[image: image9]
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Figure 15 - Emergent Reassignment of a flow to an alternative path.
5.5.4. Selection of strong links
When hop count is used as the path metric in the wireless mesh networks, the routes tend to have a short hop count and contain weak links. High PER of weak links causes retransmissions, which consume bandwidth. In addition, it takes much more time for the weak links to transmit a packet at a low communication rate. As a result, the weak links become the bottleneck of a route. This adversely affects Communications over other strong links sharing the same wireless channel. Hence, the throughput of the whole network is degraded.
When OLSR routing protocol is running, each MP periodically exchanges the hello packet. Upon receiving a hello packet, a MP knows the RSSI for the current link. If the RSSI is very weak, the weak link is substituted by some other link. In order to select the strong links, RSSI can be divided into several non-overlapping range, each mapping to one link metric, with the big RSSI corresponding to smaller link metric, as shown in theFigure 16.
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Figure 16 – Metric corresoponding to RSSI.

6. 
QoS Support for Multimedia Communications 
6.1. Motivation


Multimedia applications require the QoS (Quality of Service) support, which is a challenging problem over wireless networks. As the DCF channel access scheme of the IEEE802.11 LAN standard [3] is supposed to provide a channel access with equal probabilities to all stations contending for the channel access in a distributed manner. However, equal access probabilities are not desirable among stations with different priority flows (traffics). Therefore, Task Group E introduces an Enhanced Distributed Coordiantion Function (EDCF) [4], which is an extended DCF for QoS enhancement. 
Although EDCF provides differentiated service to flows with different priorities, it suffers from inability to provide fair-service to flows with the equal priority, especially when the network is characterized by a multi-hop wireless topology. This can be explained as follows. With EDCF, a single MAC has multiple queues that work independently, in parallel, for different priorities. As a result, frames with higher priority can get higher chance in accessing to the channel compared to frames with lower priority. On the other hand, the frames with the equal priority are inserted to the same FIFO buffer in MPs, and thus have the equal chance on accessing to the channel. However, it does not mean that the flows with the same priority achieve the equivalent performance. For example, if we consider delay-sensitive traffics, having the same priority in the EDCF protocol does not mean that they can achieve the equivalent delay performance. This is because end-to-end delay of a frame is highly dependant on the number of hops it traverses and the congestion-condition at its relay MPs.
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Here, we consider an example shown in Figure 17. Four VoIP flows exist in the nine-MP mesh topology.  As the flows are in the same type of traffics, all the frames have the equal chance on accessing to the channel.

Figure 17 - Flow performance is highly dependant on number of hops it traverse and congestion condition at its relay MPs.

Let us compare delay characteristics of Flow1 and Flow2. Flow1 is relayed three times until it reaches its destination whereas Flow2 is relayed only once. Therefore, Flow1 gets longer end-to-end delay compared to Flow2. Obviously, if difference of the number of hops is very large, it may even result to the situation that Flow1 is not be able to meet its delay requirements, but Flow2 reaches its destination with time to spare. This could be the critical QoS issue in a mesh network because of its multi-hop nature. Now, let us consider of Flow3 and Flow4. Although both of the flows traverse two hops, Flow3 may have longer end-to-end delay compared to Flow 4. This is because Flow3 is relayed by MP-5 which already has two more flows (Flow2, Flow1) in addition to Flow3. Therefore, compared to Flow4, frames of Flow3 would be kept longer in MP-5, because of its congested condition. Similarly, this problem could be the issue in multi-hop mesh networks.
From the examples above, it is clear that the end-to-end delay characteristic of traffics is highly dependant on the number of hops and/or the congestion condition at its relay MPs. Although, it is recommended that applying IEEE 802.11e technique to provide differentiated services among flows with different priorities, there is QoS issues will be left unsolved. To extend the IEEE 802.11e EDCF techinique, we introduce several schemes to provide delay-based priority control among flows that have the same priority in the IEEE 802.11e.
6.2. Delay-based Priority Control Schemes

In this section, we describe three delay-based priority control schemes to enhance the IEEE 802.11e EDCF scheme with flows having the same priority. The first scheme is based on the number of hops; which then is the simplest among the three. Opposed to it, the second and third proposed schemes, which are based on congestion condition at relay nodes and time-stamp, respectively, require additional information exchange among nodes. Note that we here do not consider flows that are in different access categories in EDCF. In this case, the EDCF MAC network is equivalent to the DCF MAC network where all the nodes have a single FIFO buffer on their MAC layer.

6.2.1. Priority Control Scheme based on Number of Hops

As it is mentioned earlier, larger the number of hops is longer the end-to-end delay. Therefore, we here propose a scheme that enables relay MPs (including source MPs) give priority control among flows based on number of hops they traverse. The priority control scheme takes the following steps, shown in Figure 18.

1) A MP becomes ready to send a frame from a certain buffer.

2) The MP checks number of hops for the first K frames in the buffer, where K is an intergreter (K>0). Here, the number of hops means the number of hops the frame traverses either from the node itself to the destination or from the source to the destination (end-to-end). Depending on which wasy is in use, the MP knows the number of hops corresponding to a frame as follows.

· The former is in use: by referring the destination address on the frame’s header, the MP gets the number of hops from itselft to the destination node on the routing table.

· The later is in use: by referring the addresses of the source and the destination on the frame’s header, the MP calculates the end-to-end number of hops with adding the number of hops from itself to the destination and from itself to the source. 

3) The MP compares the number of hops for the first K frames in the buffer.

1) The node sends the frame which has the largest number of hops.

Figure 18 - Priority control scheme based on number of hops (K=2).
6.2.2. Priority Control Scheme based on Congestion Condition at Relay MPs

Although the previous scheme does not require any extra information exchange among MPs, it does not consider congestion condition at relay MPs. Here, we describe another scheme based on congestion condition at relay MPs. Congestion condition at a MP is measured by the mean sojourn time for its buffers. The sojourn time for a buffer is measured periodically at each MP and broadcasted throughout the network by being attached to routing packets. The mechanism to measure congestion condition for a buffer is as follows.
2) In every time period τ, the MP picks up an incoming frame to the buffer, and measures the frame’s sojourn time in the buffer.

3) If the buffer has been empty for the time period τ, sojourn time for the buffer is set to the minimum sojourn time among the remaining buffers.

In this way, each MP measures sojourn time for its individual buffers (see Figure 19).


Figure 19 - Measuring sojourn time for individual buffers

MPs achieve total estimated time for frames until they get their destination as follows.

1) In order to exchange information on congestion condition at each realy MPs, an “estimated time” field is created on routing table at each MP. This field provides the estimated time for frames until they reach their destination.

2) After measuring sojourn time for each buffer, MPs attach the information to its routing packet and broadcast them throughout the network. 

3) When a MP received sojourn time information from its neighbour MP, it forwards further after updating the information. The updated information is a sum of the previous value and sojourn time for the correspondent buffer at the MP.

4) By repeating the step 3) throughout the network, it enables each MP to know the estimation time of frames until they reach any destination in the network (see Figure 20).

Figure 20 - Information exchange of sojourn time at each MP

Finally when a MP is ready to send a frame from a buffer, it follows the steps below.

1) Becomes ready to send a frame from a specific buffer.

2) Checks the estimated time field on the routing table for the first K frames in the buffer. 

3) Sends the frame which has the longest estimation time.

6.2.3. Priority Control Scheme based on Time-stamp

Here, we consider a priority control scheme based on time-stamp.Every data frame may have a field “delay”on their MAC header. At the source MP, the delay field is initialized to zero before the frame being inserted to a buffer. When the source MP is ready to send the frame, it updates the field by sojourn time of the frame in the buffer. Each relay MP of the frame further updates the delay field by adding the sojourn time of the frame inside their buffer to the previous “delay” value (see Figure 21).

As shown in Figure 21-(a), “delay” field intializing and updating process is performed with the following steps.

1)  When a frame arrives at a transmitter MP (including the source MP), the MP records its arrival time (arrival_time).

2)   If the transmitter is the source MP, it initializes the “delay” field to zero. 

4) The “delay” field is updated at each transmitter by addition of the value “current_time-arrival_time”, just before the frame being sent out (see Figure 21-(b)). The value calculated with “current_time-arrival_time” represents sojourn time of the frame in the buffer.

Figure 21 - Initializing and updating "delay" field.
It is obvious that the delay value of a frame indicates the time that the frame has traversed. A transmitter may calculate the end-to-end delay of a frame by the sum of the delay value on its header and the estimated time from itself to the destination. The estimated time from a MP to a destination could be found in several ways below.

1) Using delay record on reverse frames: In many real time applications such as VoIP are bidirectional. In this case, the end-to-end delay of a frame can be estimated simply by adding of the “delay” value of the frame to the “delay” value of a frame on reverse direction.

2)  Using number of hops to traverse until reach the destination. As mentioned in 6.2.1, the number of hops from the transmitter MP to the destination gives a rough estimation of the further time cost for the frame. Therefore, the end-to-end delay can be calculated at a MP by adding the “delay” value of the frame’s header to the number of hops from itself to the destination multiplied by a constant  (time period) value.

3) Using the congestion condition from the transmitter to the destination. The estimated time for a frame from a transmitter to a destination can be achieved by using the scheme in 6.2.2. Again, the end-to-end delay is calculated by adding the “delay” value on the frame’s header and the estimated time from the transmitter to the destination using the scheme in 6.2.2.

Finally when a MP is ready to send a frame, it takes the following steps.

1) Ready to send a frame from a particular buffer

2) Calculates end-to-end delay for the first K frames in the buffer

3) Sends the frame which has the longest end-to-end delay

7. 
Distributed Channel Assignment

7.1. Motivations
Wireless mesh networks provide multi hop access with a much big servicing area than WLAN. They are more scalable than the wired counterpart, and the mesh type inter-connection makes them more robust. By default, the routing protocol for mesh network use hop count the link metric, neglecting difference between link capability and traffic load. Some wireless link may become congested as the traffic gets heavy. It is necessary to distribute the traffic over the whole network so as to avoid bottlenecks.
However, if a single channel is used throughout the network, the collision and co-channel interference get very serious in the presence of heavy traffic load. When each Mesh AP is equipped with multiple interfaces/radios, each link may be assigned a different channel. Thus the traffic can be parallelized over all the channels and the network performance can be improved. The distributed CA protocols simplify the network configurations.
The application of multiple channels can either be in the MAC layer [5]-[6], determing the channel for each outgoing frame by exchanging RTS/CTS, or in the above layer through CA [7]-[9]. For the mesh networks, the Mesh APs seldom move, the distributed CA protocols simplify the network configurations.

7.2. Multi Channel Operation in a WLAN Mesh
7.2.1. Channel Assignment without Using Common Control Channel 
Each Mesh AP has at least one interface. Some Mesh AP may be equipped with multiple interfaces. These interfaces may be assigned different channels to fully utilize all the available channels so as to improve the network throughput. 
Distributed CA is usually preferred to simplify the management. With OLSR as the routing protocol each Mesh AP builds its neighbour table by exchanging periodical hello messages. When the Mesh APs in the networks seldom move and the topology almost keeps unchanged, the CA operation can be done in a distributed way without common channel. To access the Internet, in the mesh network usually there is a gateway (GW). It can initiate the CA procedure. With GW as the centre, CA procedure is performed in an expanding ring way, controlled by the GlobalCA message. Each link has a CAS in the neighbour table to reflect the channel freshness. CAS for each link has a default value 0 when the link is created. GlobalCA message controls the procedure of CA and the manner a channel is selected. It contains two important parameters: CAS and channel usage information.
The GW Mesh AP manages CAS. When GW Mesh AP initiates CA operation, it increases CAS by 1. Then it creates a new GlobalCA message and copies the CAS into GlobalCA message. GW Mesh AP, or a Mesh AP receiving a GlobalCA message with a fresh CAS, is responsible for setting up channels for the rest of its links that have a smaller CAS. When a Mesh AP finishes CA for all of its links, (that’s, all the links have the same CAS as in the GlobalCA message), it updates and forwards the GlobalCA message over the links that have just been assigned a channel, notifying the downstream Mesh AP to continue the CA operation.
The channel usage information in GlobalCA message is cleared when the GlobalCA message is created by the GW Mesh AP. When a Mesh AP performs CA operation, it sets up channels for the target links step by step, each time performing Single CA operation for one link. The least used link in the GlobalCA message is preferred. Just after Single CA for one link, the channel usage information in GlobalCA message is updated immediately, and affects the channel selection for the next link.
The channel usage for a single link can be configured manually. By default, it is equals the numbers of links sharing the channel.
Single CA operation
For the simplicity of explanation, Figure 22 gives an example, where A is the Initiating Mesh AP while B is the Responding Mesh AP. A trial is done to set up a channel for the link A-B. In order to guarantee the connectivity, both ends of the link have to negotiate and choose a common channel by exchanging the control packets. 

One of the important things is to determine the available channels, especially in the hybrid configuration of single interface and multiple interfaces. In the mesh networks, there is a default data channel. If a Mesh AP has only one interface, it must stick to the default channel. When a Mesh AP is equipped with multiple channels, if the number of links with the same CAS as in the Request message is no less than that of interfaces, that is, all the interfaces have been assigned a channel, their channels compose the available channel set; otherwise, the available channel set may contain all the available channels for the mesh network. The available channels can be also manually configured for each Mesh AP. The following are the detailed procedures.


Figure 22 – (a) CA for a link                                        (b) CA procedure for a link
· Initiating Mesh AP (A)
Step 1(S1)
 Send Request message to 
responding Mesh AP to obtain its available channels.
Step 2(S2)  On receiving a RequestReply message, it obtains the available channel of the link peer and determines its own available channels.
Step 3(S3)
Calculate the common available channels, and select the least used common channel for the link according to the channel usage information recorded in the GlobalCA message.
Step 4(S4)  Send Reserve message to Responding Mesh AP, reserving the desired channel for the link.
Step 5(S5)  On receiving a ReserveReply message with SUCCESS, it continues to S6; otherwise, it it records the failed channel and goes back to S3.
Step 6 (S6)  Set up the channel for the link to Responding Mesh AP, update CAS in the link entry, and refresh channel usage information in the GlobalCA message.

· Responding Mesh AP (B)
Step 1(S1)  On receiving a Request message, it drops the message silently if the CAS in Request message is not bigger than its CAS in the link entry. If the CAS in the Request message is fresh, it determines the available channels. If the number of links with the same CAS as in the Request message is no less than that of interfaces, their channels compose the available channel set; otherwise, the available channel set may contain all the available channels for the mesh network. The available channels can be also configured through network management.
Step 2(S2)
 Answers Initiating Mesh AP with RequestReply containing the available channels.
Step 3         No responding message for S3 in Mesh AP(A).

Step 4(S4)
On receiving a Reserve message, it drops the message silently if the CAS in Reserve message is not bigger than its CAS in the link entry. If the CAS in the Reserve message is fresh, it checks if the channel to be reserved is still available.
Step 5(S5)
Answer Initiating Mesh AP with ReserveReply, either SUCCESS (the channel is still available) or FAIL (the channel becomes unavailable).
Step 6(S6)  If the reservation is SUCCESS, it sets up the channel for the link to Initiating Mesh AP, and update CAS in the link entry.
Global CA operation
· Initiating Mesh AP (A)
Step 7(S7)
Forward the GlobalCA message to all the neighbors for which the Single CA operation has just been performed.
· Responding Mesh AP (B)
Step 7(S7)  Compare CAS in the link entries with that in the GlobalCA message, and determine the target links for the Single CA operations.
7.2.1.1. Single CA for newly joined Mesh AP
When a new Mesh AP joins the mesh networks, it has to passively scan all the available channels in the mesh networks, determine on which channel it can communicate with its neighbors, and gets to know how many links should be assigned a new channel. Then it passively starts a Single CA operation for each links with itself as the Responding Mesh AP. The difference from normal Single CA operation is that S1 by Initiating Mesh AP is missed.
 When a Mesh AP receives an unsolicited RequestReply message, it acts as an Initiating Mesh AP and directly goes to S2. The following procedures are the same as in normal Single CA.

7.2.1.2. Channel reassignment
GW Mesh AP initiates a new Global CA procedure by increasing CAS. Other Mesh AP will receive a GlobalCA message with fresh CAS and continue the CA operations.
7.2.1.3. Temporarily saving status
When the number of interfaces is small, the transmission over several links may share the same interface. In the CA procedure, especially channel reassignment, when a link is assigned a new channel, but some other links share the same interface, then the channel information should be saved temporarily. After all the links have been assigned channels, the channels for the interfaces are updated. In this way, a default interface can be used for the CA coordination.
7.2.2. Channel Assignment with Common Control Channel
When each Mesh AP has at least two interfaces, one interface can be used as the CI, monitoring the common CC; other interfaces are used as DIs. CC is specially used for assigning DCs for DIs.The normal Hello message is broadcasted on DIs. The TC message and modified Hello message of OLSR routing protocol are broadcasted through CI. CA control messages are also transmitted through CI. This proposal is suitable for the mesh networks where many channels are available and the topology may often change.
Each Mesh AP calculates the channel usages by its DIs. Each Mesh AP periodically exchanges the modified Hello packets containing the local link state. The channel usages are transmitted together with the link entry. In this way, each Mesh AP knows the traffic load of each DC in its transmission range. If a channel has light traffic, the Mesh AP can assign it to a heavily load link. The Single CA operation is similar to that in the first proposal, but CAS is removed and the DA and SA are always the CI’s addresses.
8. Summary
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Abstract


This document describes an extensible WLAN Mesh networking proposal for 802.11s. The proposed approach allows the WLAN Mesh AP to accommodate the legacy station associated with it. It specifies a proactive layer-2 routing protocol, which includes the topology discovery and supports the WDS unicast/broadcast (multicast). Moreover, the proposed scheme provides the QoS support mechanisms, performing a load balancing and delay based priority control, and also supports the multiple radios with the distributed channel assignment.
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Flow4: VoIP, number of hops: 2,      Source: MP-2, Destination: MP-6





Flow3: VoIP, number of hops: 2,      Source: MP-2, Destination: MP-8





Flow2: VoIP, number of hops: 1,      Source: MP-5, Destination: MP-6





Flow1: VoIP, number of hops: 3,      Source: MP-4, Destination:  MP-9 
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(a) Recording arrival time when frame has been arrived





Send the frame





Update the “delay” field: 


delay =+ current_time-arrival_time





Frame is ready to be sent





No





Yes





Insert the frame to the appropriate buffer





Initialize the delay field: delay = 0





Is it the source MP? 





Record the arrival time: arrival_time = current_time





Frame has been arrived
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