 KEYWORDS  \* MERGEFORMAT 

doc.: IEEE 802.11-05/575r1

IEEE P802.11
Wireless LANs

	Wi-Mesh Alliance (WiMA) Proposal

	Date: 2005-07-20

Notice: This document has been prepared to assist IEEE 802.11. It is offered as a basis for discussion and is not binding on the contributing individual(s) or organization(s). The material in this document is subject to change in form and content after further study. The contributor(s) reserve(s) the right to add, amend or withdraw material contained herein.

Release: The contributor grants a free, irrevocable license to the IEEE to incorporate material contained in this contribution, and any modifications thereof, in the creation of an IEEE Standards publication; to copyright in the IEEE’s name any IEEE Standards publication even though it may include portions of this contribution; and at the IEEE’s sole discretion to permit others to reproduce in whole or in part the resulting IEEE Standards publication. The contributor also acknowledges and accepts that this contribution may be made public by IEEE 802.11.

Patent Policy and Procedures: The contributor is familiar with the IEEE 802 Patent Policy and Procedures <http://ieee802.org/guides/bylaws/sb-bylaws.pdf>, including the statement "IEEE standards may include the known use of patent(s), including patent applications, provided the IEEE receives assurance from the patent holder or applicant with respect to patents essential for compliance with both mandatory and optional portions of the standard." Early disclosure to the Working Group of patent information that might be relevant to the standard is essential to reduce the possibility for delays in the development process and increase the likelihood that the draft publication will be approved for publication. Please notify the Chair <stuart.kerry@philips.com> as early as possible, in written or electronic form, if patented technology (or technology under patent application) might be incorporated into a draft standard being developed within the IEEE 802.11 Working Group. If you have questions, contact the IEEE Patent Committee Administrator at <patcom@ieee.org>.


	Author(s):

	Name
	Company
	Address
	Phone
	email

	Ming Sheu
	Accton
	1362 Borregas Avenue, Sunnyvale CA, 94089, USA
	+1 (408) 747-0994
	ming_sheu@accton.com 

	Ted Kuo
	Accton
	1362 Borregas Avenue, Sunnyvale CA, 94089, USA
	+1 (408) 747-0994
	ted_kuo@accton.com

	Tyan-Shu Jou
	Accton
	1362 Borregas Avenue, Sunnyvale CA, 94089, USA
	+1 (408) 747-0994
	ts_jou@accton.com

	Jua-Ru Li
	Extreme Networks
	3585 Monroe Street, Santa Clara, CA, 95051, USA
	+1 (408) 579 3374
	jili@extremenetworks.com

	Catherine Livet
	InterDigital
	1000 Sherbrooke W. 10th Floor, Montreal, QC, CANADA
	+1 (514) 904 6252
	catherine.livet@interdigital.com

	John Tomici
	InterDigital
	Two Huntington Quadrangle, 3rd Floor, Melville, NY 11747, USA
	+1 (631) 622 4079
	john.tomici@interdigital.com

	Juan Carlos Zuniga
	InterDigital
	1000 Sherbrooke W. 10th Floor, Montreal, QC, CANADA
	+1 (514) 904 6251
	juancarlos.zuniga@interdigital.com

	Marian Rudolf
	InterDigital
	1000 Sherbrooke W. 10th Floor, Montreal, QC, CANADA
	+1 (514) 904 6258
	marian.rudolf@interdigital.com

	Vincent Roy
	InterDigital
	1000 Sherbrooke W. 10th Floor, Montreal, QC, CANADA
	+1 (514) 904 6263
	vincent.roy@interdigital.com

	D. J. Shyy
	MITRE
	7515 Colshire Drive, McLean, VA 22102, USA
	+1 (703) 983-6515
	djshyy@mitre.org

	Nehru Bhandaru
	NextHop
	NextHop Technologies, Inc., 1911 Landings Drive, Mtn View, CA 94043 USA
	+1 (650) 429 4800
	bhandaru@nexthop.com

	Susan Hares
	NextHop
	825 Victors Way, Suite 100, Ann Harbor, MI, USA
	+1 (734) 222 1610
	shares@nexthop.com

	Fred Chen
	Nortel 
	3500 Carling Ave., Ottawa ON K2H 8E9, CANADA
	+1 (613) 763 2548
	hmchen@nortel.com

	Osama Aboul-Magd
	Nortel 
	3500 Carling Ave., Ottawa ON K2H 8E9, CANADA
	+1 (613) 763 5827
	osama@nortel.com

	Sheng Sun
	Nortel 
	3500 Carling Ave., Ottawa ON K2H 8E9, CANADA
	+1 (613) 763 4460
	shengs@nortel.com

	Tricci So
	Nortel 
	3500 Carling Ave., Ottawa ON K2H 8E9, CANADA
	+1 (613) 763 9639
	tso@nortel.com

	Guido R. Hiertz
	Philips & ComNets, RWTH Aachen University 
	ComNets, RWTH Aachen University, Kopernikusstr. 16, 52064 Aachen, GERMANY
	+49 (241) 8025 829
	hiertz@ieee.org

	Hans-Jürgen Reumerman
	Philips
	Weißhausstr. 2, 52066 Aachen, GERMANY
	+49 (241) 6003-629
	hans-j.reumerman@philips.com

	Hang Liu
	Thomson
	2 Independence Way, Suite 300, Princeton, NJ, 08540, USA
	+1 (609) 987 7335
	hang.liu@thomson.net

	Jun Li
	Thomson
	2 Independence Way, Suite 300, Princeton, NJ, 08540, USA
	+1 (609) 987 7317
	jun.li@thomson.net

	Saurabh Mathur
	Thomson
	2 Independence Way, Suite 300, Princeton, NJ, 08540, USA
	+1 (609) 987 7320
	saurabh.mathur@thomson.net


Abstract

This
1 Document Version History

	Revision
	Comments
	Date

	
	
	


2 Table of Contents

41
Document Version History

2
Table of Contents
4
3
Executive Summary
8
4
Definitions
8
5
Abbreviations and Acronyoums
10
6
Introduction
12
6.1
General Description
12
6.1.1
WLAN Mesh Network Requiremenrs
12
6.1.2
Operation Principles
13
6.1.3
Operation Mode and Radio Configuration Considerations
13
6.1.4
Topology Management
14
6.1.5
Routing Design Consideration
14
6.1.6
Interworking with other Mesh Networks and Higher Layer Protocols
14
6.2
System Protocol Stack Architecture and Components Structure
15
6.2.1
Usage Scenarios
17
7
Frame Format
18
7.1
General Frame Format
18
7.1.1
Mesh Control Field
19
7.1.2
Usage Address Fields in a Mesh Frame Header
19
7.1.3
Multicast and Bradcast Frames
20
7.1.4
Encapsulation of Higher Layer Protocols
20
7.1.5
Support of VLAN Tag in WLAN Mesh Frames
20
7.2
Management Frames
21
7.2.1
Mesh Control Field in Mesh Management Frames
21
7.2.2
Usage of Mesh Mesh IE and the Indicator
22
7.2.3
Mesh Beacon Frame Body
24
7.2.4
Mesh Probe Request Frame Body
25
7.2.5
Mesh Probe Response Frame Body
25
7.2.6
Mesh Report Frame Body
26
7.2.7
Mesh Association Request Frame Body
26
7.2.8
Mesh Association Response Frame Body
27
7.2.9
Mesh Disaccociation Response Frame Body
27
7.2.10
Mesh Action Frames
28
7.3
Control Frames
30
7.3.1
MTXOP Request/ MTXOP Response
31
7.3.2
MXTOP Acknowledgement
31
7.3.3
MXTOP Cancel
31
7.4
Data Frames
32
7.4.1
Mdata Frame Format
33
7.4.2
Mdata+Tunnel Frame Format
33
7.5
Quality of Service Support
33
8
MAC Sublayer Management
34
8.1
Mesh Discovery and Association
34
8.1.1
Mesh Discovery
34
8.1.2
Mesh Authentication
38
8.1.3
Mesh Association
38
8.2
Mesh Medium Access Control and Coordination Function
38
8.2.1
Periodic Mode Scheduling
43
8.2.2
Dynamic Mode Scheduling – DRCA (Informative)
68
8.2.3
Shared Coordination Channel Resource Allocation
73
8.3
RF Resource Management
78
8.3.1
Transmit Power Control
79
8.3.2
Mesh Link Maintenance
80
8.3.3
Mesh Measurements
81
9
Mesh Management
87
9.1
Routing Architecture
87
9.1.1
Overview
87
9.1.2
Highlights of the Two Routing Protocols
88
9.1.3
Summary
89
9.2
Forwarding Table Generation
89
9.2.1
Static and Dynamic FT Entries
90
9.2.2
Contents of FT
90
9.2.3
STA Fowarding Information
90
9.2.4
Tunnel Data Fowarding
90
9.3
Hello/Beacon Interaction
92
9.3.1
Neighbor Discovery- "hello neighbour" Processing
93
9.3.2
Routing IE
101
9.3.3
Authentication Fields in the Routing Header
106
9.3.4
Ack Implication with Neighbor IE Field
106
9.4
Hybrid Link State Routing Protocol
107
9.4.1
Link State Packets
108
9.4.2
Flooding Link State Announcement
114
9.4.3
SPF Algorithm
119
9.5
Hybrid on-Demand/Pro-Active
122
9.5.1
ON Demand Unicast Path Estrablishment
123
9.5.2
Proactive Path Establishment
125
9.5.3
Route Maintenance
126
9.5.4
Support of Quality of Service via Contraint-Based Routing
127
9.5.5
Support for Non-Forwarding MP
128
9.5.6
Support for IEEE 802.11 Stations
128
9.5.7
Interaction Between ARP and Route Establishment
129
9.5.8
Multicast Routing
129
9.6
Mesh Interworking
132
9.6.1
WLAN Mesh Interworking Frame Translation
134
9.7
Power Saving
135
9.7.1
Discovery and Association
135
9.7.2
Resource Allocation and Medium Access
136
9.7.3
Routing
136
9.8
Multicast/Broadcast Reduction Experimental Results
136
10
Mesh Security
137
10.1
Security Architecture
138
10.1.1
Support of Hop-by-Hop and Multi-Hop Encryption
139
10.1.2
Authentication of Pre-Association Management Frames prevents Forgery
143
10.1.3
RSNA Esablishment
144
10.2
Security for Different Types of Data Paths
146
10.2.1
Mesh Management Frames Security
146
10.2.2
Mesh Control Frames
147
10.2.3
Mesh Data Frames
147
10.3
Mesh Association and Keys
148
10.3.1
RSNA keys Exchange PTK, GTK
148
10.3.2
Keys exchanged for PTK, GTK, and an NTK per peer.
149
10.3.3
Keys exchanged with PTK, GTK, NTK per Mesh point, and MMK/MTK (pre-configured MAC addresses)
149
10.3.4
MTK Set-up Group
150
10.4
Key Update and Re-Key
151
10.4.1
Re-keying based on a timer or change in MP membership
151
10.4.2
Re-keying times during failures
152
10.4.3
Change in multicast membership
153
10.4.4
SME event
153
10.5
Optional MD5 Authentication Methodology
153
11
References
155
3 
Executive Summary
This document presents a full proposal for a scalable, adaptive and secure 802.11s mesh standard. The proposal offers the flexibility required to satisfy all residential, office, campus, public safety and military usage models. The proposal focuses on multiple dimensions: the MAC sublayer, the routing, the security and high layer interworking

The proposal supports both single-radio and multi-radio platforms. Moreover, the proposed Medium Coordination Function offers three modes of operation which allow for simple and robust implementations as well as for sophisticated solutions offering optimal performance and spectrum efficiency. The proposal capitalizes on existing 802.11 amendments by extending QoS prioritization schemes, measurement mechanisms and spectrum management solutions of 802.11 e, k and h to the reality of mesh systems. The proposal also includes features such as: adaptive physical carrier sensing for enhanced spectrum spatial reuse, channel access coordination and RF resource management solutions

It provides an extended mesh discovery solution with dynamic auto-configuration features and integrated BSS and WLAN 802.11e QoS traffic handling. Security is addressed and extensions and enhancements are provided over the current 802.11i.

4 Definitions

· WLAN Mesh – A WLAN Mesh (previously known as ESS Mesh) is an IEEE 802.11-based WDS which is part of a DS, consisting of a set of two or more Mesh Points interconnected via IEEE 802.11 links and communicating via the WLAN Mesh Services. A WLAN Mesh may support zero or more entry points (Mesh Portals), automatic topology learning and dynamic path selection (including across multiple hops).

· WLAN Mesh Services – The set of services provided by the WLAN Mesh that support the control, management, and operation of the WLAN Mesh, including the transport of MSDUs between Mesh Points within the WLAN Mesh. WLAN Mesh Services supplement DSS (Distribution System Services).

· Mesh Point - Any IEEE 802.11 entity that contains an IEEE 802.11–conformant Medium Access Control (MAC) and Physical Layer (PHY) interface to the Wireless Medium (WM), that is within a WLAN Mesh, and that supports WLAN Mesh Services. 

· Mesh AP - Any Mesh Point that is also an Access Point. 

· Mesh Portal - A point at which MSDUs exit and enter a WLAN Mesh to and from other parts of a DS or to and from a non-802.11 network. A Mesh Portal can be collocated with an IEEE 802.11 portal. 

· Mesh Link - A bidirectional IEEE 802.11 link between two Mesh Points. 

· Mesh Path - A concatenated set of connected Mesh Links from a source Mesh Point to a destination Mesh Point. 

· Mesh Path Selection – The process of selecting Mesh Paths
· Path Metric – Criterion used for Mesh Path Selection.

· Mesh Topology – A graph consisting of the full set of Mesh Points and Mesh Links in a WLAN Mesh.

· Mesh Neighbour - Any Mesh Point that is directly connected to another Mesh Point with a Mesh Link.

· Mesh Unicast - Frame forwarding mechanism for transporting MSDUs to an individual Mesh Point within a WLAN Mesh.

· Mesh Multicast - Frame forwarding mechanism for transporting MSDUs to a group of Mesh Points within a WLAN Mesh.

· Mesh Broadcast - Frame forwarding mechanism for transporting MSDUs to all Mesh Points within a WLAN Mesh.

· Mesh Management Message – Message defined for managing and operating the mesh. The message is sent between Mesh Points, e.g. for path determination, neighbor discovery, topology discovery, etc. This definition of message is intended to be generic and does not specify the form of conveyor.

· Mesh Control Message - Message defined for controlling access to the WM (Wireless Media) used for communication among Mesh Points

· Shared Coordination Channel (SCC) – It is a logical channel used for exchange of control and management frames by all MPs in a particular mesh domain, e.g. for negotiating channel access for pending mesh data frames. The use of the SCC option may be enabled during MP start-up or via subsequent discovery/association procedures

· Mesh Unicast Acknowledgment – An acknowledgement sent back from destination Mesh Point to source Mesh Point of a mesh path for a unicast message.

· Authenticated Mesh Point – A Mesh Point that has been authenticated as a valid participant in the WLAN Mesh. The authentication is with respect to a common policy determined by a single administrative entity.

· Mesh Identifier (Mesh ID) – A unique identifier for a WLAN Mesh.

· Mesh Discovery - A method to discover a WLAN Mesh network’s characteristics.

· Mesh neighbourhood – A set of Mesh neighbours of a mesh point.

· Mesh Performance Metric – A criterion used to evaluate the performance of the Mesh.

· Mesh Link Metric – A criterion used to characterize the performance/quality/eligibility of a mesh link as a member of a mesh path. A mesh link metric may be used in a computation of a path metric.

· Connected Mesh – The status of the WLAN Mesh in which all Mesh Points that are participating members of a WLAN Mesh are reachable.

· Disconnected Mesh – The status of the WLAN Mesh in which a subset of Mesh Points that are participating members within the WLAN Mesh are not reachable. It is also called a partitioned Mesh

· Mesh Association - The service used to establish the Mesh Point membership within a WLAN Mesh. Mesh association is independent from STA association to an AP.

· Mesh Member – An associated Mesh Point.

· Mesh Member Set – The set of associated Mesh Points within a WLAN Mesh.

· Mesh Service Area - The conceptual area within which members of a WLAN Mesh may communicate.

· Mesh Coordination Function (MCF) - A logical function used to coordinate access of the Mesh Points (MPs) on the WM. The MCF is used for communication among MPs.

· Mesh Transmission Opportunity (MTXOP) – Interval of time during when 2 MPs exchange information over a Mesh Link on one or more specified channels

· Hop-by-Hop Encryption – Encryption that is unique per link

· Link-by-link encryption – encryption that is unique per link

· Global Multicast MAC encryption – encryption on Multicast frames (control or data) may be sent, depending on routing, to all mesh points

· Local Multicast – multicast sent from a node to its neighbors

· Virtual link – link that is created from a tunnel

· Direct link – physical radio link to a neighbor

· Group Leadermac – MAC group mesh point that takes the lead in security (rekeying and AS interaction)

· Backup Group Leadermac – Back-up MP for a Group Leader to encrypted Multicast MAC (for rekeying and AS interactions)

· MP-Security Designated MP – designated node to handle re-keying request for GTK

· MP-Security Backup Designated MP – back-up for the MP-Secruity Designated MP in case of failure

· Tunnel WEP Flag – A flag (pre-configured or in mesh control frame header) that indicates tunnel encryption type.

5 Abbreviations and Acronyoums

	ACK
	
	Acknowledgment

	AKM 
	
	Authentication and Key Management

	AS 
	
	Authentication Server 

	ATP
	
	Access Point Traffic Period

	BP
	
	Beacon Period

	BPAP
	
	Beacon Period Access Protocol

	BPOIE
	
	Beacon Period Occupancy Information Element

	BTP
	
	BSS Traffic Period

	BTS
	
	Beacon Transmission Slot

	DA
	
	Destination Address

	DP
	
	Drop Precedence

	DRCA
	
	Distributed Reservation Channel Access

	DS
	
	Distribution System

	FCS
	
	Frame Check Sequence

	GTK 
	
	Group Transient Key

	HCF
	
	Hybrid Coordination Function

	IE
	
	Information Element

	IOM
	
	Internal Occupancy Map

	LLC
	
	Logical-Link Control

	MAP
	
	Mesh Access Point

	MCF
	
	Mesh Coordination Function

	MCFP
	
	Mesh Contention Free Period

	MHC
	
	Mesh Hybrid Coordinator

	MIC
	
	Message Integrity Check

	MMK 
	
	Multicast MAC Master Key 

	MP
	
	Mesh Point

	M-RSN ie field 
	information field that passes information about hints for 802.1X for MAC addresses

	MTK 
	
	Multicast Transient Key

	MTKmac 
	Multicast transient key for a multicast neighbor

	MTP
	
	Mesh Traffic Period

	NTK 
	
	Generic form of NTKneighbor

	NTKneighbor 
	Network Transient Key (NTK) for Multicast key per neighbor. 

	PCCA
	
	Physical Clear Channel Assessment

	PMK 
	
	Pairwise Master key 

	PSK 
	
	Pre-Shared Key

	PSKSA 
	
	Pre-Shared key Security Association

	PTK 
	
	Pair-wise Transient Key

	RA
	
	Receiver Address

	RSN
	
	Robust Security Network

	RSNA 
	
	Robust Security network Association 

	SA
	
	Source Address

	SA 
	
	Security Assocation 

	Sec BDMP 
	MP Security Backup Designated MP 

	Sec DMP 
	MP Security Designated MP 

	SNR
	
	Signal to Noise Ratio

	TA
	
	Transmitter Address

	TCI
	
	Tag Control Information

	TPC
	
	Transmit Power Control

	TPID
	
	Tag Protocol Identifier

	VCCA
	
	Virtual Clear Channel Assessment


6 Introduction

6.1 General Description

A WLAN Mesh is an ad-hoc collection of nodes, where node location and connectivity may change over time. A WLAN Mesh is characterised by its multi-hop wirelessly connected topology, and its use of frame switching and forwarding techniques. Once participating nodes and the wireless links that connect them are assembled, the ensemble looks like an interconnected mesh, hence the name.

Another important feature of WLAN Mesh is its auto-discovering, self-organizing, auto-configuring and self-healing nature to form a WLAN Mesh infrastructure with almost no human intervention required.

A forefather of "mesh networks" is the class of Mobile Ad-hoc Networks (Manet) that grew primarily out of Dept. of Defense (DoD) research. The Manet routing working group of the Internet Engineering Task force (IETF) has been managing the routing algorithms associated with these systems.

The demand for a variety of wireless applications that require a mesh network is growing exponentially. Network application examples such as CBRN (Chemical, Biological, Radiological and Nuclear) monitoring of urban habitat, mobile communication networks for first responders, vertically integrated solutions for point-of-sale (POS) and campus connectivity, and consumer driven applications such as Wi-Fi hot spots to extend the area of coverage and consumer home electronic wireless mesh system.

Given the variety of application scenarios that was described above, it's apparent that one solution does not fit all, given that each class of applications has a unique set of challenges that require a different set of wireless and networking technologies to form a viable and working solution. As a result, the protocol specification of the IEEE 802.11s standard must be flexible and adaptive so that the solution is functional and applicable to vast differences of mesh networking deployment scenarios

6.1.1 WLAN Mesh Network Requiremenrs

Important requirements for WLAN Mesh include:

· Support various practical network applications and deployment configurations from simple to highly efficient network

· Self-configuring and self-healing – i.e. ease of manageability

· Leverage existing 802.11 standard Wireless Distributed System (WDS) four-addressing extension and protocols that have been developed

· Auto-discovery of mesh neighbors and establish wireless mesh link to support intra-WLAN Mesh data transport

· Dynamic adaptive and efficient MAC address based packet forwarding to support unicast, multicast and broadcast data delivery

· Flexible routing framework to support various routing protocols and algorithms that are best suit for the given network deployment scenarios

· Integrated existing 802.11 BSS with WLAN Mesh data transport

· QoS, radio and energy and power-efficiency aware dynamic routing support, great energy benefits may be gained by employing energy efficient protocols and algorithms that control and manage the operation of the network

· Flexible protocol and secure key distribution framework to address different need of network security requirements for different usage models, however, compatible to existing 802.11i specification

· Support for single and multi-radio configurations

· Robust interference mitigation and RF resource management

· Support stand alone ad-hoc mode (i.e. without 802.11 portal or mesh portal function) and infrastructure mode in WLAN Mesh

· Scalable to different WLAN Mesh service and network deployment

· For load scalability, the network is designed to support applications that may have vastly differing traffic profiles. For example, a voice-over-IP (VoIP) application, web-browser, and network of utility sensors that sends data once every five minutes over a vast geographically dispersed area of coverage each exercise the network in different ways.

· For size scalability, the question becomes whether or not the network can provide the expected services and features as the number of nodes in the network and the deployment scenarios vary.

6.1.2 Operation Principles

A WLAN Mesh has an arbitrary topology. The network operates in a “peer-to-peer” fashion which means that each MP may have the routing capabilities built into it and can use its neighbors as the relay point to transmit traffic back and forth to each other or to the external network over multi-hop topology.

The MP must support mesh neighbor auto-discovering and auto-configuring techniques without the manual intervention to establish the proper operation mode for the network applications. Once the MP neighbor peers are mutually authenticated, the RF resource information are exchanged and the peer-to-peer adjacency is established. The adaptive routing protocol will then be executed to optimize the network topology to enable frame forwarding.

To facilitate the QoS transport over the WLAN Mesh that has limited RF resources, distributed RF resource management and control signaling would be needed to coordinate and to prioritize the frame forwarding among the neighbor peers.

To optimize the RF resource utilization within the WLAN Mesh, especially for the larger scale deployment, a more intelligent system operation which leverages RF spatial reuse and RF frequency reuse technology with single or multi-radio would be required

6.1.3 Operation Mode and Radio Configuration Considerations

The radio configuration of the MP has a direct impact on the performance and behavior of the network. The choice of physical layer (PHY) determines the quality of communication on a single link, and the choice of media access control (MAC) determines how well the radios can be operated together without over the air collisions.

The type of network application influences the choice of the WLAN operation mode over the PHY and the MAC. Operation modes may be limited by regulatory constraints, radio range expected of the network, ease with which multi-hop topologies can be formed.

The operation mode of the WLAN Mesh determines the type of control signaling and data transport mechanism to be used, the type of security mechanism to be enabled across the WLAN Mesh, the type of link quality information that will be available to higher layers, the order of magnitude of the energy consumption of the system due to the data transmission and reception, and the data burst rates at which information can be exchanged in the network. Hence, it is important to select the correct operation mode and radio configuration which would have significant impact to the overall performance in the WLAN Mesh to support certain type of network application. Never-the-less, radio-agnostic solutions must be defined in the 802.11s standard to form multi-hop topologies regardless of the radio technology used.

6.1.4 Topology Management

Explicit topology management for multi-hop networks is required. This is to help the radios form well-shaped multi-hop topologies, optimize radio connectivity and reduce the amount of over the air collision seen by the radios in a scalable fashion. This is a task that needs to be performed for all mesh networks regardless of the underlying radio technology used, in order to allow scalable operation.

Some radio technologies such as 802.11 perform a subset of this service implicitly. In some cases, this task is undertaken by the routing mechanism. However, it is known that the garden variety MAC of 802.11 is not capable of forming size and traffic scalable multi-hop topologies efficiently. In some applications, guaranteed delivery delays are required in which case the random access of 802.l1 would not be appropriate. A more deterministic and coordinated transport scheduling are used to support QoS based transport.

6.1.5 Routing Design Consideration

A proactive routing algorithm may choose to find routes to all other neighbors ahead of time and have them ready when needed. In contrast a reactive routing mechanism will only seek to find routes to destinations if they are needed. The latter incurs potentially less overhead, because routes that are not needed are not determined. Yet it may have a higher initial delay in onset of data transfer because a route must first be found.

The routing mechanism may choose to use information about underlying topology of the network. For example it may choose to gather "link-state" information for the entire network to determine where nodes are connected to each other. Otherwise it may use collection of count of hops or distances to all other nodes, or a "distance-vector" to determine routes. The first type of information lends itself well to algorithms that use the Dijkstra's algorithm to calculate the shortest path to neighbors. The hop or distance information lends itself well to path calculation using the Bellman-Ford algorithm.

Other details such as the way routing tables are updated on the nodes, whether source routing is used or not, and the periodic rate for route updates are other features that have an impact on the performance of the algorithms.

These algorithms tend to have mixed performances under different conditions. For example, some algorithms perform very well under mobility, but tend to have higher overhead in more stationary conditions. Or packet delivery rates may vary depending on the size of the network. Hence, it is important to have the flexibility to select the proper routing algorithm for a given size of the network to support different types of network applications and deployment scenarios.

Another important consideration is the multicast and broadcast support over WLAN Mesh. The fundamental difference for multicasting/broadcasting frame over the WLAN Mesh and over the wired network is that the frame forwarding in WLAN Mesh is out the same physical interface which the frame is arrived to. In classical flooding, each participating forwarder node is required to rebroadcast the frame when it receives the first time and is relied only duplicate packet detection and basic forwarding. As a result, it can introduce “broadcast storm” problem due to the significant amount of redundant transmissions. Consequently, channel contention and RF interference will be increased significantly and degrade WLAN Mesh performance.

One way to reduce the multicast and broadcast overhead is to reduce the number of relay nodes (i.e. minimizes the number of frame forwarders) using the graph theory concept of minimum “connected” dominating set (MCDS). However, the tradeoff is between relay efficiency and delivery robustness. The design of the multicast forwarding for WLAN Mesh must consider such performance tradeoff to support various types of the multicast/broadcast solution to optimize the WLAN Mesh performance for a given network configuration.

6.1.6 Interworking with other Mesh Networks and Higher Layer Protocols

Existing IEEE 802.1D specification has defined the interworking framework and service access interface across 802 standards through the support 802.11 portal. It is important for the 802.11s specification to maintain such framework and interface to develop the Mesh Portal function to interwork with other WLAN Mesh networks. However, the 802.11s specification shall follow the existing 802.11 portal functional design to interwork with other 802 networks and with the higher layer protocols.

However, the support of the 802.11 portal and Mesh portal functions shall be optional since it is possible that the WLAN Mesh operates in an ad-hoc mode fashion without connecting to other WLAN Mesh network or external network.

The following presents an example of the WLAN Mesh network configuration to describe the scope of interworking requirement of 802.11s specification.
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Figure 6‑1: Mesh Networks Interworking

6.2 System Protocol Stack Architecture and Components Structure

The design of the WLAN Mesh protocols is to leverage the existing 802.11 technology as much as possible so that it is backward compatible and interoperable with the existing BSS system. Not only a new set of system functions is defined for WLAN Mesh, a new structure of system components are also introduced. The following two figures describe the WLAN Mesh protocol stack architecture of the new system functions and the system component hierarchy respectively.

[image: image2.emf]
Figure 6‑2: Wi-Mesh MAC Protocol Stack Architecture

The new key functions for WLAN Mesh are:

· Mesh Control Function (MCF)

· RF Resource Measurement

· Dynamic Multihop Routing

· Security

· Configuration, control and QoS Management

The design of the WLAN Mesh can be integrated over the existing 802.11e MAC as well as over the upcoming 802.11n MAC with the legacy BSS system. A new function, Distributed Reservation Control Access (DRCA), is designed for coordinating the WLAN Mesh Transmit Opportunity (MTXOP) between MPs. The concept of MTXOP is based on the IEEE 802.11e QoS design that is enhanced for supporting the WLAN Mesh multi-priority QoS transport.
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Figure 6‑3: Mesh Hierarcjical ID

In WLAN Mesh, a set of system components are introduced and their hierarchial structure is described above. The WLAN Mesh is represented by Mesh ID. Each WLAN Mesh composes of one of more Mesh Points (MPs) which are represented by Mesh Point ID (MPID). Within each MP, it consists of one or more Mesh Links (MLs) which are represented by Mesh Link ID (MLID).

It is important to note that MLID is a logical, secured and bi-directional link entity between two MPs. Each ML may relate to of one or more physical radios between the two MPs.

6.2.1 Usage Scenarios

The proposal supports all usage models specified in [17]:
These usage models require from the system the ability to quickly create new deployments under varying propagation conditions (e.g. indoor/outdoor) without adding too much complexity and cost to the network.

Some models have certain characteristics that make them more challenging than others. For instance, the residential model (i.e. digital home/consumer electronics) comprises a relatively small number of nodes in an indoor limited area with none or a single mesh portal, and it usually handles high bandwidth applications (e.g. mainly peer-to-peer). On the other hand, the office and campus (i.e. community/public access network) models have a larger number of nodes, require a wide area coverage system, have one or multiple mesh portals and usually handle medium to high bandwidth applications. Finally, the public safety and military scenarios have a medium number of nodes with a topology with a higher rate of change, they handle relatively low bandwidth applications, and robustness and battery savings are critical.
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Figure 6‑4: Usage Models

7 Frame Format

7.1 General Frame Format

To facilitate the mesh networking capability, a “Mesh Control” (Mesh Ctrl) field is added into 802.11 MAC header for all mesh traffic. The length of the Mech Control field can be 1 octet, 4 octets, or more, depending on its usage.

The reserved binary value of “11” is introduced as the value of “Type” field of the 2-octet “Frame Control” field in a standard 802.11 MAC header. This new type value identifies the frame header includes the “Mesh Control” field as part of the 802.11 header. The value of “Subtype” field of the “Frame Control” field can be used to identify whether the frame is mesh management frame (with binary form of “0000”), mesh data frame (“1111”), and mesh control frames (rest except invalid values).
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Figure 7‑1: General Frame Format

7.1.1 Mesh Control Field

Bits 0-1: Reserved

Bits 2-7: Mesh Frame Type

Bit 8: Drop precedence (0: low probability; 1: high probability)

Bits 9-10: Reserved

Bits 11-15: mesh point hop count (minus on by each relaying mesh point)

Bits 16-31: sequence number

Bits 32 and more: optional subfields depending on the mesh frame type

7.1.2 Usage Address Fields in a Mesh Frame Header

The 802.11 frames can contain 2, 3, or 4 addresses in the header to serve various purposes. The addressing usage is indicated by the “To DS” and “From DS” bits in the Frame Control field of the 802.11 MAC header. In a WLAN mesh network, the concept of “To DS” and “From DS” becomes vague. The meaning of “To DS” and “From DS” in the mesh frame context should be replaced by “From Source” and “To Destination” to better reflect the meaning of those bits. In addition, usage of “BSSID” in the address fields also need to be clarified. The new usage of address fields is listed as below.

	From Source
	To Destination
	Address 1
	Address 2
	Address 3 
	Address 4
	Management Frame Type

	0
	0
	DA
	SA
	-
	-
	Hop-to-hop

	0
	1
	RA
	SA
	DA
	-
	End-to-end

	1
	0
	DA
	TA
	SA
	-
	End-to-end

	1
	1
	RA
	TA
	DA
	SA
	End-to-end


Table 6-1:
Usage Address Fields

Existing 802.11 management frames always use 2 address format (the third address used to be the BSSID in data frames of a Infrastructure BSS network). In a WLAN mesh, mesh management frames may need to go through multiple hops (i.e. MPs) from the Source MP to the Destined MP. Therefore, mesh management frames can use 3 or 4 address frame formats. The multi-address management frame format can also help to handle multi-radio MP management information.

The mesh control frames are always hop-to-hop, hence the “From Source (To DS)” and “To Destination (From DS)” are always zero for mesh control frames.

The mesh data frames always follow the “WDS Bridge” addressing mode, that is, the “From Source (To DS)” and “To Destination (From DS)” bits are always set.

7.1.3 Multicast and Bradcast Frames

In multicast and broadcast frames, the DA field should contain the multicast group address or 0xffffffffffff broadcast address. The contents in RA field can be implementation dependent. There are two options for the RA field:

· The RA field is the same as the DA field. All receipients that have joined the group should process the frame.

· RA field is set equal to the immediate receipient's individual MAC address and the receipent should process the frame as multicast or broadcast frame. This option allows the multicast and broadcast to be implemented via unicast, which can be more reliable.

7.1.4 Encapsulation of Higher Layer Protocols

The same as other 802.11 MAC frames, a mesh frame relies on 802.2 LLC encapsulation to carry higher-layer protocols. The encapsulated frame can be represented as follows
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Figure 7‑2: Encapsulation of HL Protocols

7.1.5 Support of VLAN Tag in WLAN Mesh Frames

VLAN tags can be carried inside the mesh frames the same way as being carried in an 802.3 frame. Following shows how VLAN information, including TPID and TCI, is encapsulated in a mesh frame.
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Figure 7‑3: Support of VLAN Tag

7.2 Management Frames

	Frame Type and Subtype values in Frame Control Field
	Mesh frame type in Mesh Control Field

	Type value
	Type description
	Subtype
(16 values)
	Subtype description
	Mesh frame type
	Mesh type description

	11
	Mesh Frame
	0000
	Mesh Mgmt
	000000
	Mesh Association Request

	11
	Mesh Frame
	0000
	Mesh Mgmt
	000001
	Mesh Association Response

	11
	Mesh Frame
	0000
	Mesh Mgmt
	000010
	Mesh Probe Request

	11
	Mesh Frame
	0000
	Mesh Mgmt
	000011
	Mesh Probe Response

	11
	Mesh Frame
	0000
	Mesh Mgmt
	000100
	Mesh Beacon

	11
	Mesh Frame
	0000
	Mesh Mgmt
	000101
	Mesh Disassociation

	11
	Mesh Frame
	0000
	Mesh Mgmt
	000110
	Mesh Report

	11
	Mesh Frame
	0000
	Mesh Mgmt
	000111
	Mesh Action


Table 6-2:
Management Frames


7.2.1 Mesh Control Field in Mesh Management Frames

The hop-to-hop mesh management frames, including Mesh Beacon, Mesh Association Request/Response, Mesh Probe Request/Response, Mesh Report, Mesh Routing Topology Action frames use 2-address format (i.e. “From Source” and “To Destination” bits are zero). In this format, the Mesh Control Field is one octet long and contain a 6-bit Mesh Type used to identify the type of the mesh network.
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Figure 7‑4: Mesh Control Field (hop-by-hop)

End-to-end management frames, including Mesh Measurement Request/Response and Mesh Action frames, uses 3 or 4 addresses. In this format, the Mesh Control field is 4 octets long.
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Figure 7‑5: Mesh Control Field (end-to-end)

7.2.2 Usage of Mesh Mesh IE and the Indicator

Some of the Mesh Management frames contain the extended IE (Information Element) fields. Zero, one, or more IEs can be encapsultated in a Mesh Management frame, which is indicated by the 1-octet bitmap IE Indicator. Not necessarily all frames contain all useful IE fields. For example, a mesh beacon without any IE field can be sent out with a shorter interval, while other Mesh Management frames with multiple IEs can be sent out in a longer interval. This flexibility is to achieve the balance among the change of the local topology (due to mobility), battery power, and the size of neighbor list. A management frame without any Mesh IEs would be either a Mesh Beacon or a Probe Response.

The bits in the Mesh IE Indicator field are used to represent the existence, or request for, the following information element sets.

· Routing

· Security

· Quality of Service

· Resource management

· Environment

· Reserved

7.2.2.1 Routing Parameters Set

· Routing capability IE

· Supported routing protocol

· Chosen routing protocol and routing metrics

· Forwarding capability IE

· Used for nodes at network edge that do not support forwarding

· Used for power-aware nodes that are not willing to perform forwarding

7.2.2.2 Security Paramaters Set

· An extension of Robust Secure Network (RSN) IE

· Data structure for advertising and negotiating security capabilities, i.e., hints to get to the security association

· 802.1x

· Role of authentication (Authenticator Vs. Supplicant)

· Pre configured group key (data origin authenticity)

· Pre shared key

7.2.2.3 QoS Parameters Set

· HCF IE

7.2.2.4 Resource Management Parameter Set

· RF resource configuration

· Channel configuration

· Mode of operation

· Bands supported

· Radio configuration

· Number of radios

· Transmit power (dBm) per radio

· Utilization and effective throughput per radio

· Antenna configuration

· Scheduling configuration

· Battery power level

· Positioning capability

· Direct connection to a portal

· Direct connection to an AS

· Reserved field

7.2.2.5 Environment Parameters Set

· RF (Interference, signal strength, SNR) Profile per channel

· Mobility

7.2.3 Mesh Beacon Frame Body

In the following table new information elements (IE) are marked with italic font.

Table 6-3:
Mesh Beacon Frame

	Information
	Note

	Timestamp
	Similar to 802.11

	Beacon interval
	Similar to 802.11

	Capability information
	Similar to 802.11, 802.11e/h/i/k

	Mesh Capability info
	2 bytes used to indicate mesh capability, e.g. MCF mode of operation, mesh AP or mesh point

	Mesh IE indicator
	One byte bitmap for fast processing to identify if there are additional IEs

	Mesh ID
	SSID is replaced by Mesh ID

	Supported rate
	Similar to 802.11

	radio parameter set
	Similar to 802.11a/b/g/n

	RSN Info element
	Similar to 802.11i security info

	QoS Capability
	Similar to 802.11e

	Resource management
	Similar to 802.11h/k

	Environment
	RF channel profile and mobility support

	Routing
	Routing related info

	Authentication
	Optional routing message authentication

	mRSN
	Optional security multicast group information

	Power saving parameter
	Modes of cross-layer operation


7.2.4 Mesh Probe Request Frame Body

In the following table new information elements (IE) are marked with italic font.

Table 6-4:
Mesh Probe Request

	Information
	Note

	Mesh ID
	Mesh Identifier

	Supported rate
	Similar to 802.11

	Requested Mesh IE indicator
	A bitmap to indicate requested Mesh IE(s)


7.2.5 Mesh Probe Response Frame Body

In the following table new information elements (IE) are marked with italic font.

Table 6-5:
Mesh Probe Response

	Information
	Note

	Capability

Information
	Similar to 802.11, 802.11e/h/i/k

	Mesh Capability info.
	2 bytes used to indicate mesh capability, e.g. MCF mode of operation, mesh AP or mesh point

	Mesh IE indicator
	One byte bitmap for fast processing to identify if there are additional IEs

	Mesh ID
	SSID is Replaced by Mesh ID

	Supported rate
	Similar to 802.11

	radio parameter set
	Similar to 802.11a/b/g/n

	RSN Info element
	Similar to 802.11i security info

	QoS Capability
	Similar to 802.11e

	Resource management
	Similar to 802.11h/k

	Environment
	RF channel profile and mobility support

	Routing
	Routing related info

	Authentication
	Optional routing message authentication

	mRSN
	Optional security multicast group information

	Power saving parameter
	Modes of cross-layer operation


7.2.6 Mesh Report Frame Body

In the following table new information elements (IE) are marked with italic font.

Table 6-6:
Mesh Report Frame

	Information
	Note

	Capability

information
	Similar to 802.11, 802.11e/h/i/k

	Mesh Capability info.
	2 bytes used to indicate mesh capability, e.g. MCF mode of operation, mesh AP or mesh point

	Mesh IE indicator
	One byte bitmap for fast processing to identify if there are additional IEs

	Mesh ID
	SSID is Replaced by Mesh ID

	Supported rate
	Similar to 802.11

	radio parameter set
	Similar to 802.11a/b/g/n

	RSN Info element
	Similar to 802.11i security info

	QoS Capability
	Similar to 802.11e

	Resource management
	Similar to 802.11h/k

	Environment
	RF channel profile and mobility support

	Routing
	Routing related info

	Authentication
	Optional routing message authentication

	mRSN
	Optional security multicast group information

	Power saving parameter
	Modes of cross-layer operation


7.2.7 Mesh Association Request Frame Body

In the following table new information elements (IE) are marked with italic font.

Table 6-7:
Mesh Association Request

	Information
	Note

	Capability

information
	Similar to 802.11, 802.11e/h/i/k

	Mesh Capability info.
	2 bytes used to indicate mesh capability, e.g. MCF mode of operation, mesh AP or mesh point

	Mesh IE indicator
	One byte bitmap for fast processing to identify if there are additional IEs

	Mesh ID
	SSID is Replaced by Mesh ID

	Supported rate
	Similar to 802.11

	radio parameter set
	Similar to 802.11a/b/g/n

	RSN Info element
	Similar to 802.11i security info

	QoS Capability
	Similar to 802.11e

	Resource management
	Similar to 802.11h/k

	Environment
	RF channel profile and mobility support

	Routing
	Routing related info

	Authentication
	Optional routing message authentication

	mRSN
	Optional security multicast group information

	Power saving parameter
	Modes of cross-layer operation


7.2.8 Mesh Association Response Frame Body

In the following table new information elements (IE) are marked with italic font.

Table 6-8:
Mesh Association Request

	Information
	Note

	Capability info
	Similar to 802.11, 802.11e/h/i/k

	Mesh capability info
	2 bytes used to indicate mesh capability, e.g. MCF mode of operation, mesh AP or mesh point

	Status code
	Similar to 802.11

	Supported rate
	Similar to 802.11

	QoS Capability
	Similar to 802.11e


7.2.9 Mesh Disaccociation Response Frame Body

Table 6-9:
Mesh Disassociation Response

	Information
	Note

	Reason code
	Similar to 802.11


7.2.10 Mesh Action Frames

Mesh Action Frames can be used under various categories, as listed below. Each Frame starts with an Action ID field to identify the content of the frame.

Table 6-10:
Mesh Action Frame Categories

	Category
	Actions

	Spectrum Management
	Channel Switch Notification

	Mesh Measurement
	Mesh Measurement Request

	
	Mesh Measurement Report

	
	MP TPC Request

	
	MP TPC Report

	
	MP Neighbor Request

	
	MP Neighbor Report

	Routing
	MP Routing Report


7.2.10.1 Spectrum Management Category

Channel Switch Notification

	Information
	Contents

	Action ID
	Spectrum Management: Channel Switch Announcement

	Channel Switch Announcement
	Used by an MP to advertise when it is changing to a new channel and the channel number of the new channel.


Table 6-11:
Channel Switch Notification


Mesh Measurement Request

	Information
	Contents

	Action ID
	Measurement: Mesh Measurement Request

	Dialog Token
	Set to a non-zero value chosen by the sending MP to identify the request/report transaction.

	Number of repetitions
	Indicates the requested number of repetitions for the periodic MP Measurement Request IEs in this frame. A value of zero indicates measurement request IEs are executed once without repetition.

	Periodic Report Rate
	Contains the requested time delay between repetitions of the set periodic Mesh Measurement Requests in this frame.

	Destination-/ Route-based
	Flag indicating if the measurement request applies only to the destination address node, or for all the nodes in the route to the destination.

	MP Measurement Request(s)
	Contains one or more MP Measurement Requests.


Table 6-12:
Mesh Measurement Request


Mesh Measurement Report

	 Information
	Contents

	Action ID
	Measurement: Mesh Measurement Report

	Dialog Token
	Set equal to the Dialog Token value in the corresponding Mesh Measurement Request.

	MP Measurement Report(s)
	Contains one or more MP Measurement Reports.


Table 6-13:
Mesh Measurement Report

7.2.10.2 Measurement Category


MP Transmit Power Control Request

	Information
	Contents

	Action ID
	Measurement: MP TPC Request

	Dialog Token
	Set to a non-zero value chosen by the sending MP to identify the request/report transaction.

	MP TPC Request
	Contains a request for an MP to report transmit power and link margin information.


Table 6-14:
Mesurement Category


MP Transmit Power Control Report

	Information
	Contents

	Action ID
	Measurement: MP TPC Report

	Dialog Token
	Set equal to the Dialog Token value in the corresponding TPC Report Request frame.

	MP TPC Report
	Contains transmit power and link margin information sent in response to a TPC Request information element.


Table 6-15:
MP Transmit Power Report

MP Neighbor Request

	Information
	Contents

	Action
	Measurement: MP Neighbor Request

	Dialog Token
	Set to a non-zero value chosen by the sending MP to identify the request/report transaction.

	MP Neighbor Report Request
	Sent by an MP to request information in the MP Neighbor Report about neighboring MPs.


Table 6-16:
MP Neighbor Request


MP Neighbor Report

	Information
	Contents

	Action ID
	Measurement: MP Neighbor Report

	Dialog Token
	Set to the value in any corresponding Neighbor Report Request frame. Set to zero for an unsolicited reporr.

	MP Neighbor Report Response
	Sent by an MP to in response to an MP Neighbor Request frame. Contains MP Neighbor List with detailed operational for each entry in the list.


Table 6-17:
MP neighbor Report

7.2.10.3 Routing Report Category

	Information
	Contents

	Action ID
	Routing Report

	Protocol / Version
	Identify the mesh routing protocol and version

	Command
	Depending on mesh routing protocol and version


Table 6-18:
Routing Report Category

7.3 Control Frames

Mesh control frames always use 2-address frame format hence they are always hop-to-hop transmitted. Note that MTXOP timing and channel information are included in the Mesh Control field of the MAC header.

	Frame type and subtype in Frame Control Field
	Mesh frame type in Mesh Control Field

	Type value
	Type description
	Subtype
(16 values)
	Subtype description
	Mesh type
	Mesh type description

	11
	Ctrl Frame
	0001
	Mesh TXOP Request
	N/A
	N/A

	11
	Ctrl Frame
	0010
	Mesh TXOP Response
	N/A
	N/A

	11
	Ctrl Frame
	0011
	Mesh TXOP Ack
	N/A
	N/A

	11
	Ctrl Frame
	0100
	Mesh TXOP Cancel
	N/A
	N/A


Table 6-19:
Control Frames

7.3.1 MTXOP Request/ MTXOP Response

	Information
	Mandatory/

Optional
	Contents

	Action ID
	M
	MTXOP: MTXOP Request or MTXOP Response

	MTXOP occurrence
	M
	Occurrence Frequency (e.g.None / every x ms / always), number of meeting 

	Control flag
	M
	If set, means control signaling in this MTXOP

	ACK
	O
	Present in the MTXOP Response if the peer MP agrees on the MTXOP

	Peer info
	O
	Information that the MP can send to its peer (e.g. its own schedule to help for renegotiation)


Table 6-20: MTXOP Request/MTXOP Request

7.3.2 MXTOP Acknowledgement

	Information
	Mandatory/

Optional
	Contents

	Action ID
	M
	MTXOP: MTXOP Acknowledge (M-ACK)


Table 6-21:
MTXOP Acknowledgement

7.3.3 MXTOP Cancel

	Information
	Mandatory/

Optional
	Contents

	Action ID
	M
	MTXOP: MTXOP Cancel/Reject (M-ACK)


Table 6-22:
MXTOP Cancel

7.4 Data Frames

Mesh data frames always uses the 4-address frame format. In addition, if “Tunnel mode” is utilized, the Mesh Control Field contains 2 extra addresses to indicate the addresses of the ingress MP and the egress MP.

	Frame type and subtype in Frame Control Field
	Mesh frame type in Mesh Control Field

	Type value
	Type description
	Subtype
(16 values)
	Subtype description
	Mesh type
	Mesh type description

	11
	Mesh Frame
	1111
	Mesh data
	000000
	Mdata

	11
	Mesh Frame
	1111
	Mesh data
	000001
	Mdata + Tunnel

	11
	Mesh Frame
	1111
	Mesh data
	000010
	Mdata + MTXOP

	11
	Mesh Frame
	1111
	Mesh data
	000011
	Mdata + Tunnel+MTXOP

	11
	Mesh Frame
	1111
	Mesh data
	000100
	Mdata + ReMgt

	11
	Mesh Frame
	1111
	Mesh data
	000101
	Mdata + Tunnel+ReMgt

	11
	Mesh Frame
	1111
	Mesh data
	000110
	Mdata + Tunnel+MTXOP

	11
	Mesh Frame
	1111
	Mesh data
	000111
	Mdata + Tunnel+MTXOP+ReMgt

	11
	Mesh Frame
	1111
	Mesh data
	001000
	Mdata+ACK

	11
	Mesh Frame
	1111
	Mesh data
	001001
	Mdata + Tunnel+ACK

	11
	Mesh Frame
	1111
	Mesh data
	001010
	Mdata + MTXOP+ACK

	11
	Mesh Frame
	1111
	Mesh data
	001011
	Mdata + Tunnel+MTXOP+ACK

	11
	Mesh Frame
	1111
	Mesh data
	001100
	Mdata + ReMgt+ACK

	11
	Mesh Frame
	1111
	Mesh data
	001101
	Mdata + Tunnel+ReMgt+ACK

	11
	Mesh Frame
	1111
	Mesh data
	001110
	Mdata + Tunnel+MTXOP+ACK

	11
	Mesh Frame
	1111
	Mesh data
	001111
	Mdata + Tunnel+MTXOP+ ReMgt+ACK


Table 6-23:
Data Frames

7.4.1 Mdata Frame Format
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Figure 7‑6: Mdata Frame Format

7.4.2 Mdata+Tunnel Frame Format
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Figure 7‑7: Mdata + Tunnel Frame Format

7.5 Quality of Service Support

This proposal supports QoS features specified in IEEE 802.11e. This includes support for the user priority (UP) as indicated by the TID field of the QoS Control, mapping of UP to access categories, and the support of admission control and its related information elements such as TSPEC, TCLAS and SCHEDULE.

A discard precedence (DP) bit is added in the Mesh Type field. The DP bit identifies the discard precedence of the incoming frame. Two discard precedence values are indicated by the DP bit:

	DP bit Value
	Usage

	0
	Low discard precedence

	1
	High discard precedence


Important frames that are crucial for network operation or for application performance are tagged with a low discard precedence values. When network resources are not sufficient due to congestion frames with high DP values will be discarded first before those with low discard precedence values. The discard mechanism is implementation dependent.

Efficient operation of a mesh networks requires the use of piggybacking of control and management information on data frames. Since this information varies in its importance and priority coordination is needed to ensure that this information are piggybacked on data frames of at least similar transmission and discard priorities.

8 MAC Sublayer Management

8.1 Mesh Discovery and Association

8.1.1 Mesh Discovery

A single WLAN Mesh discovery protocol with two sub-options is defined: normal and expedited.

The WLAN Mesh discovery protocol can be divided into nominal and expedited.

The nominal discovery includes:

· Mesh AP or mesh point

· Mesh scheduling (resource allocation) mode

· Power saving mode

The expedited (optional) discovery includes:

· Operating channels and radio configuration (communication)

· Routing

· Neighbor (local topology)

· Routing protocol

· Radio-aware and topology-aware routing metric information

· Security policy

· Battery power level

· Interference profile (environment), signal to noise ratio (SNR), and signal strength measurements

· Loading (congestion) status

· Positioning capability and their accuracy

The WLAN Mesh discovery process is compatible with the current 802.11 WLAN station discovery. When a mesh point powers up, It perform active or passive scanning on the available channels for mesh beacons from neighboring mesh points. The channel dwell time and channel scanning pattern for looking for these frames are vendor specific. Each mesh point can analyze the channels scanned and build a channel interference profile. Once the channel is selected, the MP broadcasts a mesh beacon periodically on a selected channel where the mesh beacon interval is adjustable. The algorithm to choose the channel is vendor specific. A typical choice is to find the minimum interference channel among the neighbour MPs.

Alternatively, it sends out a mesh probe request on available channels to expedite the discovery process. When a neighbor mesh point receives a mesh probe request, it will respond a mesh probe response.

During the nominal discovery, the mesh beacon is similar to the BSS beacon; it has short frame body with no additional information. During the expedited discovery, the mesh beacon has a longer frame body with additional information, and each operator can choose what additional information to be included.

The nominal discovery discovers neighboring mesh APs or mesh points. It also discovers the supported or preferred scheduling (resource allocation) mode of operation. It also discovers the supported or preferred power saving mode. For battery-powered devices, it would be reasonable not to associate with another mesh point if that mesh point does not support power saving.

For an expedited discovery, the mesh beacon and mesh probe response can carry additional information elements (e.g. hello information element [IE] for routing or robust secure network [RSN] IE for security policy) such that ONE message can accomplish multiple discovery tasks. Expedited discovery can reduce the delay for session setup time and is more energy efficient. It is advantageous to a mobile mesh network for public safety or military usage. It is also advantageous to a mesh network for home electronics usage. However, the increase of frame size may create undesirable overhead if the frequency of sending these messages is high. Typically, shorter intervals for discovery frames used in the nominal discovery, but longer frames for expedited discovery. Cross-layer optimization techniques can be used to achieve an optimal balance among QOS, battery power, change of the local topology, and the size of neighbor list.

The mesh beacon and mesh probe response have the same format. Both frames have a mesh IE indicator (length of one byte). The bits in the indicator are used to represent the existence of additional IEs. The actual IEs are contained within the mesh IEs set. The mesh probe request can request for extended probe response with additional IEs using the indicator.
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Figure 8‑1:Frame Format for Mesh Beacon/Mesh Probe Response

We also propose to have another management frame: mesh report to supplement the mesh beacon and mesh probe request/mesh probe response. The format of mesh report is the same as mesh beacon. The mesh report can send out at any time, it can be unicast, and it can be secured. When the mesh report is unicast, it does not have to use the lowest data rate (as in the case for the broadcast frame). The mesh report can be sent after security association has been established. As a result, it can be secured. Two applications for the mesh report are discussed here. The first is when a node needs to send topology information to its neighbors, this node can send a mesh report instead. The routing IEs are contained inside the mesh report. This gives the routing protocol an advantage in expedited discovery of topology changes. The second is the mesh report can be used for RF maintenance (e.g. it can help the time synchronization function).

As previously discussed, a bit in the mesh IE indicator represents if additional information is covered via the discovery process. Each operator has the choice of how to set the bits. If all bits are set to zero, the mesh beacon or mesh probe response does not carry any additional information. Some of the bits can also be set to 1 to take advantage of using one message to discover multiple sets of information. The bits in the indicator represent the existence of the following information:

· Routing parameters set

· Security parameters set

· Quality of Service parameters set

· Resource management parameters set

· Environment parameters set

· Reserved

The information elements (IE) discussed here are presented in section 7.2.2.
The following diagrams illustrate the message exchanging sequences for mesh point 2 (MP2) to join a mesh network for both nominal and expedited discovery scenarios.

The first illustrates a nominal passive scanning and discovery scenario where a mesh point sends out a mesh beacon on the best channel (e.g. the least interference channel) such that other mesh points can discover its existence.


[image: image12]
Figure 8‑2: Mesh Discovery Example- Nominal (Passive) Scenario
The second illustrates a nominal active scanning and discovery scenario where MP2 sends out mesh probe request on the best channel (e.g. the least interference channel) that its neighbour advertised. When MP1 or MP3 receives the mesh probe request, it responds a mesh probe response.


[image: image13]
Figure 8‑3: Mesh Discovery Example- Nominal (Active) Scenario
The third illustrates an expedited passive scanning and discovery scenario where each MP sends out an extended mesh beacon with a hello included on the selected channel. Since the routing hello has been exchanged during the discovery phase, there is no need to exchange hello after the mesh association is completed.


[image: image14]
Figure 8‑4: Mesh Discovery Example- Expedited (Passive) Scenario
The fourth illustrates an expedited active scanning and discovery scenario where MP2 sends out mesh probe request on the selected channel with the routing bit set in the mesh IE indicator. When MP1 or MP3 receives the mesh probe request, it responds an extended mesh probe response where the hello IE is included inside the probe response.


[image: image15]
Figure 8‑5: Mesh Discovery Example- Expedited (Active) Scenario
The fifth illustrates an expedited passive scanning and discovery scenario where a mesh point sends out a mesh beacon on the selected channel such that other mesh points can discover its existence. After the security association has been established with neighboring peers, the mesh report is exchanged between these MPs. The mesh report contains routing IE and is encrypted.
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Figure 8‑6: Mesh Discovery Exampl- Expedited (Passive) Scenario Using Mesh Report
8.1.2 Mesh Authentication

8.1.3 Mesh Association

Once a mesh point collects a sufficient number of beacons and probe responses (from different neighbors), it will either associate with another mesh point or performs nothing (e.g. all neighbor MPs have securit concerns or do not support power saving).

The decision for which mesh point to associate with is based on the decision of mesh aware engine. The mesh aware engine considers the following factors:

· Admission control

· QOS requirement

· Load balancing

· Optimization of loading level in SCC

· Battery power saving

· Power saving mode supported

· Battery power level

· Security concerns

· Stability of the link

8.2 Mesh Medium Access Control and Coordination Function

The design of the Mesh Medium Access Control and Coordination Function (MCF) is fully compatible with the legacy 802.11 BSS operation. WLAN Mesh and BSS can co-exist over various radio resource configurations supported by the MPs.

The functions of MCF are to provide:

· Distributed peer-to-peer channel access coordination

· Design to avoid RF performance degradation

· Enable QoS management within WLAN Mesh

· Support for QoS transport

· Traffic prioritization

· Contention mitigation

· Efficient multicasting and broadcasting

· Power save support

· Power aware scheduling and RF Resource Management

· Built-in RF channel reuse and spatial reuse capability
· Mitigate hidden & exposed node problems

· Allows for concurrent transmissions to maximize overall WLAN Mesh performance

· Network scalability

· Flexible to arbitrary network sizes, network topology, usage models, etc.

· PHY agnostic generic protocol framework

· Independent of antenna types, number of radios, channel quality and signal propagation environment
The QoS transport over the WLAN Mesh is based on the Distributed Reservation Control Access (DRCA) function to coorindate and to assign the Mesh Transmit Opportunity (MTXOP) among MPs. DRCA is an enhancement of the 802.11e Hybrid Coordination Function (HCF) to extend the concept of TXOP for distributed scheduling among MPs over WLAN Mesh.

A MTXOP is defined by

· Timing information: Starting Time, duration, re-occurrence

· RF Resource information: defines the channel(s) on which the 2 MP will communicate during the MTXOP

· QoS information: what QOS is required to exchange data during the MTXOP

The MTXOP negotiation can be performed into 2 different ways

· During each MTXOP, next MTXOP is negotiated – can piggyback Mesh Control fields in Data Frame, or

· With Dedicated Mesh Management messages (e.g. sent over a the shared coordination channel or Mesh beacon period)
The MTXOP agreement is a min 2 and max of 4-way handshake message exchange

· The Destination MP can either agree, reject or propose another next MTXOP

· An option is used to indicate if the given message requires ACK to confirm
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The following figure highlights the basic concept of MTXOP coordination supported by DRCA.

Figure 8‑7: Distrbuted Reservation Controlled Access (DRCA) for MTXOP

The proposed MAC is designed to seamlessly integrate 802.11 legacy stations and Mesh Points. Its design allows for flexible support ranging from single channel, single radio WLANs to high capacity WLANs simultaneously using multiple frequencies and radios. The amount of physical radios in a Mesh Point (MP) is defined as “NumberOfRadios”. It is the sum of the number of radios, which are used for the Mesh WLAN only (“NumberOfMeshRadios”), and the number of radios, which serve the associated stations (“NumberOfAPRadios”).
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Figure 8‑8: Multiple Radio Usage. Radios may be used for the BSS (AP to stations – downlink, stations to AP – uplink), Mesh traffic or both. A radio that serves both is shared Mesh/BSS radio.

Each radio may operate on one or more channels. The MAC design described here, provides functionality to build a sinlge radio (NumberOfRadios = 1) Mesh network, which can operate on a single channel. The following description introduces this special case, since it is the most difficult scenario and can be extended to support multiple channels and radios.

The current 802.11 MAC is designed for single hop AP centred WLAN. Multiple hops over wireless links are not considered. The legacy MAC cannot distinguish between station to AP, AP to station and AP to AP traffic. The legacy WLAN distributes the capacity fair among all participating stations. Up- and downlink in an infrastructure network do not share the same capacity, since the upload is based on channel access of multiple stations, whereas the downlink bases on channel access of a single station – the AP – only. In 802.11 WLAN it is not possible to prioritize the uplink. The MAC enhancements provided by 802.11e introduce the HCF consisting of a distributed access mechanism called EDCA and a centralized access mechanism called HCCA. Since the centralized scheme relies on a single entity, called Hybrid Coordinator (HC) controlling a single channel exclusively, it is not useful for a Mesh WLAN where multiple entities have to share the medium. The lack of support for coexistence when two or more HCs use the same channel makes the HCCA inefficient for Mesh WLAN. Constant collisions are likely, since the prioritized access of the HC using HCCA relies on the absence of any backoff. Therefore, HCCA cannot be a candidate Coordination Function (CF) for Mesh WLAN

MCF protocol supports 3 modes of operation that are designed for all Usage Models to meet different network application requirements:

1) Periodic Mode

The design of periodic mode is to

· Leverage existing 802.11 insfrastructure mode super-frame mechanism (i.e. contention and contention free periods) to enable the coexistence of WLAN Mesh with legacy BSS systems

· Offer deterministic performance

· Preferable for consumer electronics and enterprise deployments

The following figure presents an example to describe the MCF periodic mode of operation for MP neighbours’ channel access coordination.
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Figure 8‑9: Periodic Scheduling Example

In Periodic Mode, once the MP peers agree on the channel for the WLAN Mesh transmission, it reserves the MTXOP via beacon in the Contention Free Period (CFP) for its transmission schedule. As a results, the CFP in the 802.11 infrastructure mode is subdivided by MPs to operate in a collision free Mesh Traffic Period (MTP) for data exchange within the WLAN Mesh.

2) Dynamic Mode
· LevLeLeverage the pair-wise independent scheduling technique for MPs to schedule meeting points (time, channel and duration) in a distributed manner

· Allow each individual pair of MP neighbors to assess the dynamic RF condition and then to coordinate the most optimal channel independently for the pair to use in order to maximize the WLAN Mesh overall system performance

· Agnostic to RF system configuration – e.g. omni or directional antenna, number of radios for ML

· Preferable for indoor/outdoor wide-area and large enterprise deployments

The following figure presents an example to describe the MCF dynamic mode of operation for MP neighbours’ channel access coordination.

[image: image19.emf]
Figure 8‑10: Dynamic Scheduling Example

The design of dynamic mode is to to enable WLAN Mesh system to leverage a more advance RF system components and technology to enable a longer range and more reliable RF coverage among MLs within the WLAN Mesh.

3) Shared Coordination Channel (SCC) Mode

· Basic signaling exchange over dedicated Coordination Channel

· Quickly adapts to topology changes

· Preferable for public safety and military deployments

The following figure presents an example to describe the MCF SCC mode of operation for MP neighbours’ channel access coordination.

[image: image20.emf]
Figure 8‑11: Shared Common Channel Scheduling Example
The design of SCC mode is to leverage the common control channel to coordinate the MTXOP and resource allocation among MPs.

It is important to note that all MPs within the same WLAN Mesh system are operating is a single MC scheduling mode which determined during the mesh discovery phase.

The following sections provide more details on the design of each of the MCF operation mode.

8.2.1 Periodic Mode Scheduling

This part of the document introduces and explains the mechanism of the MAC Sublayer. The proposed periodic scheduling mode uses the standard 802.11 contention and contention free period (CP and CFP) to separate Mesh WLAN and BSS traffic. As the non Mesh stations use the listen-before-talk scheme, CSMA/CA, a backoff is included with each frame transmission. Multiple hops include multiple backoffs, increase the overhead and decrease the efficiency dramatically, therefore. Since the legacy 802.11 devices perform an aggressive channel access, the prioritization of the Mesh traffic is impossible without a dedicated logical channel for the Mesh WLAN. The CFP provides such a logical channel for the Mesh WLAN.

The CP uses 802.11 medium access functions as DCF, EDCA and HCCA. During the CP APs serve their associated stations and stations send frames to the APs. The CP is fully compatible with all legacy and 802.11e stations.

To increase efficiency and to allow for high spatial frequency reuse, the CFP uses a modified 802.11 MAC protocol. It avoids frame collisions in total. The CFP is reserved for the Mesh WLAN uni-, multi-, broadcast data, control and management frames. MPs use the CFP to exchange packets and to organize the Mesh WLAN. Therefore the CFP is subdivided into the Beacon Period (BP) and the Mesh Traffic Period. Whereas the BP is used to organize the Mesh WLAN, the MTP serves as traffic channel. The BP is furthermore used to send sequentially coordinated beacons to the associated stations of each AP.

The CP and the CFP together form the Superframe known from standard 802.11. A superframe has a fixed length of mSuperframeSize. The fraction of this superframe that is used for the MTP must be in between mMTPMinTime and mMTPMaxTime. The duration of the CFP is not restricted furthermore.
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Figure 8‑12: As the basic configuration for simple Mesh WLAN Access Points, a single radio is sufficient to provide the AP services to the stations and to be able to participate in the Mesh WLAN.

The periodic scheduling mode is capable to efficiently work with limited resources. It enables Mesh WLANs using single or multiple channels, starting with a single radio, see Figure 8‑12. Its flexible design allows seamless integration of more resources (channels and radios) as they are available.

8.2.1.1 Contention Free Period (CFP)

In 802.11, a superframe may consist of a Contention (CP) and a Contention Free Period (CFP). The CFP is used for a collision free access to the wireless medium. The Coordination Function (CF) used during the CFP is called Point Coordination Function (PCF) in contrast to the Distributed Coordination Function, which is used during the CP. “The DCF and the PCF shall coexist in a manner that permits both to operate concurrently within the same BSS.” [10].

8.2.1.1.1 IEEE 802.11 Contention Free Period (Informative)

All 802.11 stations respect the CFP as a period during which no transmission may be initiated by any other station than the Point Coordinator (PC), see 9.3 in [10]. Usually the PC is collocated with the AP. Having learned from a beacon frame about a CFP, all 802.11 stations refrain from channel access. During a Contention Free Period (CFP), only those stations which are informed to receive frames, because the AP has data buffered for them, must stay in awake state, see 11.2.1.5 and 11.2.1.7 in [10]. All other stations may switch to sleep mode. It is the PC only, which initiates frame transmissions to the stations. Furthermore, the PC may poll those stations, which are CFPollable by either sending explicit poll frames or piggyback a poll frame to a data frame, to allow stations to start a transmission. Since no station will access the wireless medium during the CFP without being polled by the PC, the CFP is ideal for coordination and frame exchange of an AP based Mesh WLAN.

8.2.1.1.2 Mesh Contention Free Period (MCFP)

To allow for an efficient coexistence between 802.11 legacy stations and IEEE 802.11s Mesh Points (MPs), solely the MPs use the CFP. During the CFP no Mesh Access Point (MAP)/Access Point (AP) may neither schedule any data transmission to its associated stations nor poll any of them. All MPs use the CFP to coordinate the Mesh WLAN and to exchange control, management and data frames. Hence, the Contention Free Period (CFP) is called a Mesh Contention Free Period (MCFP). The MCFP is divided into Transmission Opportunities (MTXOPs, see 3.89, 9.9, 9.9.1.2 and 9.9.1.4 in [11]) of equal duration. The MTXOPs used during the MCFP are called Mesh Traffic Opportunities (MTXOPs). The MTXOPs are used for the Beacon Period (BP) and the Mesh Traffic Period (MTP). Hence, the MCFP is subdivided into the Beacon Period (BP) and the Mesh Traffic Period (MTP). During the Beacon Period (BP) MPs exchange information to negotiate on the usage of Mesh Transmission Opportunities (MTXOPs).

8.2.1.1.3 Beacon Period (BP)

The Beacon Period (BP) in Mesh WLAN is used for the coordination of neighboring devices. It enables fast Mesh neighborhood discovery and association. The BP forms the initial sequence of each CFP.

8.2.1.1.3.1 Beacon generation and application in 802.11

According to standard 802.11, each Superframe starts with a Beacon frame transmitted at Target Beacon Transmission Time (TBTT). In IBSS mode each station is responsible for the generation of a beacon frame. Hence, a distributed algorithm is used. In an infrastructure wireless network, it is the AP’s responsibility to generate a beacon frame. The Beacon frame consists of several information elements. Some of them are mandatory others are optional. As a common element, the Beacon frame is used for synchronization. In an IBSS each station adjusts its clock to the fastest one. In an infrastructure network, stations synchronize to the AP’s timing information. The timing information is especially important for WLANs, which need a synchronized timing as the Frequency Hopping Spread Spectrum (FHSS) PHY defined in 802.11 for example.

Furthermore the Beacon frame is used to organize the Contention Free Period (CFP). It announces the beginning of a CFP, its duration and after which of the following beacons the next CFP will start. At none, each or an arbitrary repetition interval a CFP may exist in a superframe. As defined in standard 802.11, all stations, which receive the beacon frame, respect all CFPs announced herein, regardless if a neighboring AP or the APs of their own BSS declared the CFP, see 11.1.2.3 and 9.3.2.2 in [10]. Furthermore, any station stores the start timet of any next CFP. Stations will refrain from channel access, even if no beacon was received at the beginning of the next superframe/CFP. Thus the start time of the next CFP is defined too.

8.2.1.1.3.2 Mesh WLAN coordination

According to standard 802.11, at Target Beacon Transmission Time (TBTT) APs transmit a beacon frame and may start a Contention Free Period. With IEEE 802.11s, at TBTT all MPs in the Mesh WLAN start a common Beacon Period (BP). During the BP each MP subsequentially transmits a Beacon frame to

· Inform associated stations with certain information elements (IE)

· Declare a Contention Free Period (CFP) to its associated and neighboring stations

· Inform associated and neighboring stations of the beginning of the next superframe and the next CFP

· Announce their presence to neighboring MPs

· Coordinate the data, control and management frame exchange among MPs in the MCFP

· Coordinate the Beacon Period (BP) and the beacon transmission herein

· Exchange neighborhood and topology information among MPs

To allow for a collision free transmission of Beacon frames during the Beacon Period (BP), the Beacon Period Access Protocol (BPAP) is used.

8.2.1.1.3.2.1 Beacon Period Access Protocol (BPAP)

In standard 802.11 all APs must transmit a beacon frame at TBTT. The beacon frame announces the presence of the BSS and carries BSS wide information. To allow for a collision free beacon transmission, the TBTT and the superframe duration of different, overlapping BSS must be coordinated. In Mesh WLAN, Mesh APs (MAPs) offer the AP services to 802.11 stations. As the beacon frames are an essential part of standard 802.11, they must be transmitted regularly in Mesh WLAN, too. Since MAPs must be located in mutual reception range to be able to exchange data, beacon collisions are very likely. Hence, a beacon transmission coordination function is needed. It must enable collision free beacon transmission even when neighboring AP use the same TBTT and superframe duration. This coordination function is called Beacon Period Access Protocol (BPAP). It enables the coexistence of multiple collocated APs. The BPAP allows for the coordination of subsequential transmission of Beacon frames of different AP/MAPs or in general of different MPs. To make efficient usage of the scarce resource wireless medium, the beacon frames are enhanced with specific Mesh WLAN Information Elements (IE), which support topology control, neighborhood detection, interference awareness and other functionality in the Mesh WLAN. They are integral parts of the Mesh WLAN.

To allow for a simple coordination of the beacon frame transmissions, MPs transmit beacon frames during the Beacon Period. The BP starts at TBTT and has duration, which depends on the neighborhood. The BP consists of several MTXOPs. These MTXOPs form the Beacon Period (BP). As each MTXOP durates longer than the transmission of a single beacon frame lasts, the BP is divided into Beacon Transmission Slots (BTSs) of equal duration. Therefore, the duration of an MTXOP is a multiple of BTS duration.

The occupancy status of each BTS is disseminated in the near neighborhood. This lowers the probability of a collision of two beacons from different Mesh Points (MPs) in the same BTS. The occupancy information is disseminated over three hop distance.

[image: image22.emf] 

Tx/Rx Range of Mesh Point  1

Interference Range of Mesh Point  1

Interference Range of Mesh Point  4

MP  4 MP  3 MP  2

MP  1


Figure 8‑13: While MP1 sends a beacon, the beacon period access protocol has to avoid intereference by MP4

The reason for this is explained using Figure 8‑13: Here, the situation on the wireless medium is shown dur-ing a BTS, which is occupied by Mesh Point "1". It is important that all Mesh Points (MPs) and non-802.11s-stations in the transmission range of a Mesh Point (MP) correctly receive its beacon frame. A beacon collision may occur at a receiving station if a Mesh Point (like MP 4) transmits a beacon simulta-neously during the same Beacon Transmission Slot (BTS). To prevent beacon collisions, the beacon pe-riod occupancy information element (BPOIE) in every beacon informs neighboring Mesh Points during which BTS a beacon will be sent or received as seen by an MP. Each MP maintains a BTS Occupancy Map (BOM). In the BOM, each MP stores if a BTS is occupied or available for beacon transmission.

The BPOIE indicates four possible states of a Beacon Transmission Slot (BTS):

· The BTS is occupied by the sending Mesh Point (MP).

· The BTS is occupied from MPs point of view. It has learned about the BTS being blocked. It must listen during this BTS to a neighboring MP which occupies this BTS.

· The MP receives interference during this BTS. It cannot decode the information transmitted in the beacon during this BTS. Therefore, the MP cannot guarantee interference-free, successful beacon reception in this BTS.

· From the MP's point of view the BTS is free.

In the scenario in Figure 8‑13, Mesh Point "1" sets the beacon information to BTS type 1. Mesh Point "2" sets it to type 2, and so on. Mesh Point "2" propagates this information in its beacons. As station "4" re-ceives the interference information about this slot from Mesh Point "3", it knows that it shall not send in this BTS, because

· Mesh Point "3" might not be able to receive the beacon successfully, or

· the beacon may collide with another beacon.

This method of collision avoidance is known as Virtual Clear Channel Assessment (VCCA). In contrast to this, the MPs may also use the traditional Physical Clear Channel Assessment (PCCA or CCA), which is performed by sensing each BTS and measuring the received signal strength of any transmission, which occurs during the BTS. MPs mark a BTS as used if a threshold of mBTSNoiseThreshold is exceeded.

In the following paragraphs, the detailed implementation of the BPAP is explained, including the beacon structure, the process of joining and leaving the BP, the detection of collisions and the contraction of the BP.

8.2.1.1.3.2.2 Beacon Period Timing Structure

The BP is divided into Beacon Transmission Slots (BTSs). Each BTS has duration of mBTSDuration. mBTSDuration equals the duration of MTXOP divided by mBTSPerMTXOP. Any transmission of a beacon shall start at the beginning of a BTS. Therefore, the duration of the BP must be a multiple of MTXOP.
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Figure 8‑14: The detailed structure of a beacon period with three zones

As one beacon can occupy several subsequent BTSs, beacons are ordered according to the amount of BTS their transmission occupies. Beacons, which occupy the same amount of BTSs, are grouped into a dedicated zone. In zone number “i”, only beacons of the length “i” * mBTSDuration are allowed. Zone “i” shall end with the end of a MTXOP. Between each Beacon zone, there are “i” * mFreeBTSsInZone at the end of each zone, which allow new Mesh Points to join the BP by sending a beacon in these BTSs. The owner of the first beacon in the subsequent zone is responsible for freeing his BTS if the number of free BTSs in the previous zone falls below this amount. If the number of free BTSs in the last zone decreases below the minimum, the Beacon Period (BP) grows by the required amount of MTXOPs.

If a Mesh Point must send a beacon in a zone, which does not exist, it sends a beacon in the next smaller zone, indicating the creation of the new zone in its BPOIE.

A possible Beacon Period (BP) is shown in Figure 8‑14. In the configuration chosen here, three BTSs exist per MTXOP. mFreeBTSsInZone equals 2.

The maximum duration of the Beacon Period (BP) is limited to mMaxBPLength MTXOPs, but may be considerable smaller, and may even differ in separated areas of the Mesh WLAN.

Any Mesh Point that wants to transmit or receive data in the upcoming Mesh Traffic Period (MTP) mustsend at least one beacon in the beginning of an unoccupied BTS and listen to its neighbor’s beacons.

It is possible for any Mesh Point (MP) to send more than one beacon in the BP as long as different information is transmitted in each beacon. It is recommended that a Mesh Point (MP) shall aggregate its beacons to a single one. The MP shall search for a Beacon Zone, where it can transmit the aggregated beacon information in a single beacon frame of appropriate size. It may be possible, that the MP creates a new zone. Each transmission has to end with a guard time of at least mDurationBetweenBeacons before the next BTS starts.

8.2.1.1.3.2.2.1 Alternative Beacon Timing Structure

1.
The BP Structure can be simplified if zones of different beacon frame durations are prohibited. MPs may use several independent BTSs to transmit all necessary IEs.

2.
As an alternative proposal for the BP, we consider an arbitrary alignment of the beacons during the BP. If a Mesh Point stops sending beacons, a gap of one or several continuous slots is created, which should be filled by existing beacons either by sliding (if the beacon is situated directly after the gap) or by jumping. To be efficient, large jumps shall be preferred over several consecutive small jumps. This can be done by a last-come-first-served strategy during the processing of the intentions to change to this beacon slot: The Mesh Point that sends the last beacon in the BP in which it announces the new ownership of the free slots will get the slots.
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Figure 8‑15: The layered structure incorporating legacy 802.11

8.2.1.1.3.2.3 Beacon Contents

The Beacon Information Elements serve the legacy 802.11 stations and coordinate the Mesh WLAN:

1. Associated 802.11 legacy stations are able to receive the legacy 802.11 beacon IEs and ignore any other, e.g. new IE. From the legacy beacon IEs, 802.11 STAs identify the start and the duration of a CFP during which they will refrain from channel access.

2. The beacon transports information elements (IE), which are used to coordinate the beacon period access protocol (BPAP) and the Mesh Traffic Period (MTP).

The beacon structure complies with the structure defined in [10], which is presented in Figure 8‑15.
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Figure 8‑16: The standards 802.11 beacon with a CFP Parameter set and a BPOIE

As every beacon send by a Mesh Point indicates the beginning of a CFP, it includes a CF-Parameter set, which prohibits associated stations from channel access during the the current and the next CFP.

The beacon period occupancy IE (BPOIE) is responsible for the beacon period access protocol (BPAP) and the dissemination of the BTS status in the Mesh WLAN.

8.2.1.1.3.2.3.1 BP Duration field

The BPDuration field is used to indicate the current duration of the BP from a Mesh Point’s of view. It is represented as the amount of MTXOPs that the MP will listen for beacons before starting to transmit or receive data in the MTP. As it is important to synchronize the BPDuration in the neighborhood, it is calculated as the maximum of

· the last heard traffic in the last BP,

· the last occupied BTS as reported from the received beacons in this BP,

· the last occupied BTS as reported from the received beacons in the last BP

plus the appropriate number of free BTS which can be calculated recognizing the number of zones (by the extension slots of each zone) in the last BP. The BPDuration shall never grow larger than mMaxBPLength.

8.2.1.1.3.2.3.2 BP Bitmap

In any beacon send, an MP announces its view of the BTS occupancy of the BP. MPs include a BP Bitmap of the size 2 * mBTSPerMTXOP * BPDuration bits in their Beacon frame. The BP Bitmap shall be aligned to a multiple of octets. The last octet may be filled with zeros which are not interpreted by any Mesh Point (MP). The information inside the BP Bitmap shall be as recent as possible, e.g. incorporating information of the BP Bitmaps of beacons that have just been received.

Each bit double inside the BP Bitmap corresponds to exactly one BTS. These two bits indicate the occupancy of a certain BTS as seen by the transmitting Mesh Point (MP). The four possible combinations and their meaning are presented in Table 8‑1.

Table 8‑1: The Four Possible Beacon Slot States, as indicated in BP Bitmap

	Element value (b1b0)
	Beacon Transmission Slot (BTS) interpretation

	00
	Free BTS

The currently transmitting Mesh Point can receive beacons here.

	01
	Occupied by sending Mesh Point

This slot is occupied by the currently transmitting Mesh Point and this Mesh Point has sent/is sending/will send a beacon in this BTS.

	10
	Occupied by neighboring Mesh Point

This slot is occupied by a neighboring Mesh Point, and the Mesh Point currently transmitting has successfully received a beacon in this BTS or expects to receive one if it refers to this BTS in the future.

	11
	Occupied by neighbor’s neighbor Mesh Point

This BTS is occupied by a Mesh Point which is

· a neighbor’s neighbor but not a direct neighbor or

· out of the receiving range but still creates noise.

The Mesh Point expects that a beacon send to it will not be decoded successfully because of the existent interference.


The BP Bitmap is build up internally during the BP, incorporating new information while beacons are received. In each transmitted beacon the most recent BP Bitmap is send.

8.2.1.1.3.2.3.3 Owner Vector

If the BP Bitmap has entries set to 10 or 11, the MP indicates that it knows neighboring MPs. The DEVIDs (see section Device IDs) of the MP owning a BTS is indicated after the BP Bitmap. According to the order of the BTS owners known to the MP, the MP stores the owner's DEVID in the BTS owner vector. The owner vector consists of mDEVIDBits bits for each entry set to 10 or 11 in the BP Bitmap, and indicates the DEVID of the according Mesh Point.

8.2.1.1.3.2.4 Beacon Transmission and Reception

After a Mesh Point is powered up, it scans for beacons in mScanBeacons subsequent BPs. If the device received no valid beacons after the scan, before it is to transmit or receive any frames, it creates a new BP by sending a beacon in the first BTS in the BP.

If an MP receives one or more valid beacons during the scan, it does not create a new BP. Instead it builds up an Internal Occupancy Map (IOM) which is updated with every beacon received. The IOM is a bitmap consisting of mMaxBPLength bits. Each bit corresponds to a BTS in the BP. A bit is set to one if and only if the Mesh Point

· is the owner of this slot, which requires that it has send a beacon in this BTS before, or

· has received a beacon in this BTS, or

· has received a beacon with a 01, a 10 or a 11 in the corresponding entry in the BP Bitmap.

Otherwise, the bit is set to zero.

Using the occupancy map (and the information about the zones which can be computed from the received beacons), the Mesh Point (MP) sends a beacon in the first BTS marked zero in the zone that corresponds to the length of the beacon to be send. If the appropriate zone does not exist, the Mesh Point creates a new zone by sending a beacon in the last free BTS.

If a device detects a beacon collision as described in the next section, it shall randomly choose another BTS which is marked zero in its IOM.

8.2.1.1.3.2.5 Beacon Collision Detection and Resolving

Let the Mesh Point with the DEVID “x” send a beacon in the BTS “j” in the BP “n”. The MP shall consider the beacon to be transmitted successfully if and only if in all beacons received by neighboring Mesh Points (MPs) in the following BP entry “j” in the BP Bitmap is set to “10” and the corresponding entry in the Owner Vector is “x”, or the entry “j” is set to “00”. If neighboring MPs cannot indicate the successful reception, the MP shall consider itself being involved in a beacon collision. Then, the MP shall draw a uniformly distributed number over the amount of BTSs marked as unoccupied and transmit in an randomly chosen BTS.

8.2.1.1.3.2.6 BP Leaving

If a Mesh Point can free one of its BTS because the amount of its beacon information has reduced, it shall free its last beacon slot in the BP. It shall furthermore announce its departure by sending a last beacon in the BTS where this BTS is marked as “00” in the BP Bitmap.

8.2.1.1.3.2.7 BP Contraction

If a Mesh Point is according to its IOM the last beacon holder of a zone and there are BTSs in the same zone which are marked as free, the Mesh Point shall shift its beacon to the free BTSs by the following procedure. If “j”-th BTS is free, the MP shall

1. transmit a beacon in the originating BTS with the BP bitmap indicating BTS “01” for BTS “j” and indicating its own DEVID

2. transmit a beacon in BTS “j” during the next BP

3. transmit a departure beacon as described in section 8.2.1.1.3.2.6 in the originating BTS
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Figure 8‑17: The four steps of a BP contraction
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 shows an example of beacon shifting: First the BTS “3” is sensed as unoccupied by the Mesh Point with DEVID “8”. Furthermore MP “8” knows that it is the Mesh Point (MP), which sends the last beacon during the BP. Therefore it tries to occupy BTS “3”. Therefore MP “8” reserves the BTS in Figure 8‑17b. In the next BP, it is sends its beacon in BTS “3” and announce its departure for BTS “10”. Finally, in Figure 8‑17d the shift is completed successfully.

It is possible that the extension zone and therefore the beginning of the next zone or the traffic period shifts after a shifting of one or more beacons.

8.2.1.1.3.3 MTXOP Ownerships

Using the Beacon Period Access Protocol (BPAP), any Mesh Point (MP) can send information elements (IE) to its neighbors, which can be used to negotiate the ownership of the upcoming MTXOPs in the current and the next MTP. The previous negotiation of the MTXOP enables predictable usage of the Wireless Medium (WM). Hence, Mesh Points learn for each MTXOP, which MP transmits and which MP receives during an MTXOP. This knowledge enables interference prediction and enables reliable simultaneous, concurrent transmissions, which help to increase the spatial frequency reuse.

8.2.1.1.3.3.1 MTXOP Negotiation

The occupation of MTXOPs is negotiated between the sender (which becomes the owner of the MTXOPs if the negotiation is successful) and the intended receiver. To accelerate the process, it is possible to negotiate several MTXOPs at the same time. Furthermore, an MTXOP can have up to mMaxNoOfReceivers receiving Mesh Points (MPs). This allows a transmitter to maximize the usage of an MTXOP. An MTXOP ownership may therefore be multi-MTXOP and multi-receiver, but it can have only one owner.

The negotiation of new occupations is done by including special MTXOP ownership information elements (OIE) in the beacons of the participants. Additionally, an Availability IE might be included before or during the negotiation to improve the speed of MTXOPs selection, which are free for all participants. The structure of an OIE is drafted in Figure 8‑18; the meaning of the different fields depends on the step of the negotiation.
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Figure 8‑18: Structure of a MTXOP Ownership

All active Mesh Points that listen to beacons have to process the OIEs to build up an internal Mesh Traffic Period Occupancy Map (MTPOM). In this map, a Mesh Point marks MTOXPs as occupied or free, and if it is occupied it additionally stores

· The owner of the MTXOP, which is the Mesh Point that wants to transmit in the MTXOP.

· The receivers of this MTXOP which expect to receive data from the owner during the MTXOP.

An MTXOP is marked as occupied if

· A OIE is received in which it is marked as “occupied”

· Noise is sensed in this MTXOP during the previous MTPs which is above mNoiseThreshold

To negotiate the transmitter proposes some MTXOPs to the receiver, which are onoccupied from the transmitter’s point of view and fit the traffic requirements. The receiver replies either agreeing on the proposed MTXOPs, or by declining the proposal and thus restarting the negotiation.

Via the indication of the negotiation status in the OIE bits, all neighboring Mesh Points (MPs) are informed whether the negotiation process has finished or not. As long as MTXOPs are proposed only, but not successfully reserved via the negotiation process, neighboring MPs may claim the MTXOPs too, because the MTXOPs are reserved as first come first serve. Successfully proposed and reserved MTXOPs may not be reused by neighboring MPs.

Because of the two way handshake, the ownership negotiation has also a similar function as the 802.11 RTS/CTS procedure as it signals an occupation of the channel. However, it is more efficient because of the possibility of occupying several MTXOPs in one handshake.

A Mesh Point, which wants to reserve MTXOPs, starts the negotiation process. It chooses a pattern of unoccupied MTXOPs, which suites its traffic needs. Which MTXOPs are onoccupied, is stored in the internal occupancy map. The MP uses previous heard Availability IEs of the inteded receiver(s) in its pattern computation. In the its next beacon, the researvation seeking MP transmits a OIE, which indicates the desired MTXOPs, the DEVID(s) of the intended receiver(s), its role in this reservation negotiation process (“transmitter”) and the status of the ownership (“announced”). The ReservationID shall be set to a randomly chosen value that is currently not used for this set of receivers.

Any active MP scans all beacons of the BP for the occurrence of its DEVID in an OIE where the role is set to “transmitter”. If such an OIE is received the device checks if the ReservationID is already in use, a new ReservationID indicates a unknown negotiation. The intended receiver evaluates whether it can acknowledge the announced ownership, which is the case in the following situations:

· The medium is free during the announced MTXOPs according to the locally stored information, or

· The new reservation has a higher priority than the reservation(s) occupying the intended slots, or

· A simultaeous transmission as explained in section 8.2.1.1.4.6 is possible with high probability.

A higher priority reservation is allowed to take over some, but not all slots of an existent lower priority reservation.

A receiver acknowledges an OIE by including an OIE in its own beacon with the following parameters:

· The indicated MTXOPs and the ReservationID are the same as in the transmitter’s OIE

· The Partner-ID is the transmitter’s DEVID

· The role is set to “receiver”

· The status of the ownership is set to “occupied”

In case of a multiple receiver transmission, which is indicated by several receivers in the transmitter’s OEI, the receiver should include an Availability IE in the OIE to shorten the negotiation process in case the other receivers cannot accept the proposed slots. The Availability IE shall be included until a RIE send by the transmitter with the status “reserved” is received.

A receiver may change a proposed ownership by answering with an ownership status of “announced”. If possible it should also propose an alternative reservation by setting the reserved slots in the REI and by including an Availability IE, which can be used by the transmitter to compute a successful reservation.

The transmitter has to keep sending its “announced” occupation until it has received an answer from all intended receivers or the reservation announcement has been mTryReservations Beacon Periods sent unsuccessfully.

After the transmitter has collected acknowledging OIEs from all intended receivers the negotiation process has successfully finished and the transmitter becomes the owner of the MTXOPs. All other Mesh Points in the neighborhood, which have overheard the OIEs, must respect this ownership. The intended receiver(s) have to listen during the reserved MTXOPs for data transmissions.

If an intended receiver of the RIE in the initiating beacon detects the proposed MTXOPs as being occupied and no other MTXOPs can be reserved, or if the device is not willing to accept the reservation for any other reasons, it shall send a RIE in its next beacon with

· The DEVID set to the transceiver’s DEVID

· The ReservationID set to the ReservationID of the initial OIE

· The role set to “receiver”

· The status of the ownership set to “announced”

· The reservation information set to zero

Such a RIE shall be interpreted as a declining of a reservation.

8.2.1.1.3.3.2 Maintaining the ownerships

After a successful negotiation the participating Mesh Points (MPs) include an OIE in their beacon, which indicates the occupied MTXOPs and has the status set to “occupied”. All other devices that receive these beacons honor this negotiated ownership.

In case that the owner or one of the receivers needs to change the occupation, both can restart the negotiation process. To renegotiate, an MP sends an OIE with the new information and the old ReservationID, but with the status set to “announced”. If a receiver initialized the restart of the negotiation, it should include an Availability IE in its beacon.

If a transmitter or a receiver wants to cancel an existing reservation, they send a cancellation OIE which consist of the same ReservationID and the partner’s DEVID, the status “occupied” but the reservation information filled with zeros. All neighboring Mesh Points may delete this reservation from their internal occupancy map after receiving this special OIE.

8.2.1.1.4 Mesh Traffic Period (MTP)

The Distributed Reservation Channel Access (DRCA) builds the Mesh Coordination Function (MCF). It works independent from legacy 802.11 contention based accessed. MPs use the DRCA for channel access during the CFP, see Figure 8‑19.

During the BP every Mesh Point (MP) sends a beacon frame. In its beacon frame, it announces the start of a CFP to its associated stations including the start time of the next CFP. As all stations will respect the latter CFP, no special announcement is needed. Therefore only one BP (which can be considered as protocol overhead) is needed in two superframes. The missing BP is indicated by the term “Ghost Beacon Period” (GBP) in which the stations expect a beacon, but do not get one. It is important to notice that during the ATP following the MTP with the GBP, each AP has to send a beacon to announce the beginning of the upcoming MTP.
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Figure 8‑19: Alternation of BSS-traffic and Mesh-traffic

8.2.1.1.4.1 Foreshortened CFP due to non-QoS stations

Non-QoS stations (see 3.71 in [11]) may foreshorten a CFP. 802.11 stations do not calculate the duration of any of their transmissions in advance. Since 802.11 stations may access the channel shortly before the beginning of a CFP, their transmissions may delay the beginning of the BP. In 802.11 it is foreseen that an AP must sense the wireless medium at TBTT to make sure it is idle. If the wireless medium is detected as busy, the AP refrains from channel access and defers the beacon transmission until the channel becomes idle. Since the end of the CFP is fixed as it was announced with previous beacons, a delayed beacon transmission incurs a foreshortened CFP.

A foreshortened CFP has impact on the mesh network. The CFP cannot start as scheduled and hence, MPs multiple hop apart may asynchronously start the BP and MTP. To guarantee an idle Wireless Medium at the beginning of the CFP, two approaches may be used

1. The TBTT is announced to be a short duration before the BP starts. This buffer zone has exactly the duration of a frame of maximum size, which is sent at the basic PHY mode. APs may send traffic in the buffer zone, using the 802.11e EDCA to avoid collisions with other APs.

2. It is the MAPs responsibility to access the channel via DCF, EDCA or HCCA access the wireless medium before TBTT to block it from stations access.

8.2.1.1.4.2 Mesh Coordination Function (MCF) – Distributed Reservation Channel Access (DRCA)

During the MTP all Mesh Points use the Distributed Reservation Channel Access (DRCA) to share the Wireless Medium (WM).

Two subsequent equal length periods, the first starting with a BP, the other one with a GBP, are connected with each other by the BP in which the coordination of the remaining time is done. A proposal of their length is stated by each station in an IE in its beacon, any station will use the maximum of the proposed values. The proposal does not affect the current pair of MTPs, but the following one, as the silencing of the associated stations is done with the “old” value.

The CFP is divided into subsequent Mesh Transmission Opportunities (MTXOPs, known from QoS supporting amendment 802.11e) of equal duration. Each MTXOP has duration of mMTXOPDuration. The CFP is split into the Beacon Period (BP) and the Mesh Traffic Period (MTP). The right to transmit during an MTXOP and the support for uninterrupted reception during an MTXOP is negotiated during the BP. The beacons provide information about planned transmissions, which is used to negotiate the ownership of an MTXOP. The BP enables a distributed coordination period, which allows for collision free, simultaneous channel access of multiple, spatial diverted stations. After the negotiation of an MTXOP ownership is finished, it is the owner of the MTXOP solely, which transmits during the MTXOP to the intended receivers. All other MPs in the neighborhood of the owner and the receivers will respect the agreement and therefore

· refrain from being sender if that could disturb the owner’s transmissions

· refrain from being receiver if the sender could disturb the owner’s transmission

Neighboring MPs do not interrupt other’s communication. This neighborhood agreement ensures that the receivers can listen for a transmission from the owner without interference during the MTXOP. The MTXOP ownership may guarantee exclusive usage of the wireless medium. This enables the highest chance of a successful transmission. The negotiation process, which is performed using the BPAP, is explained in the section 8.2.2.1
The time flow during one Mesh Traffic Period (MTP) from the viewpoint of a Mesh Point (MP) is drafted in Figure 8‑20.
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Figure 8‑20: Structure of the CFP with Mesh Traffic Period and Beacon Period

At the beginning of the Mesh Traffic Period (MTP), each Mesh Point (MP) sends a beacon, in which it states the ownership of one or more of the following MTXOPs, which have already been negotiated. After the BP, the owners may transmit in the appropriate MTXOPs.

Once a Mesh Point (MP) is the owner of an MTXOP, it may use the given time for sending data to the previously announced receivers. This data falls into one of the following categories:

· Payload from the sender’s BSS to another BSS

· Relayed payload from a different BSS to another BSS

· Positive or negative acknowledgement of previous data receptions

· Information Elements addressed to the receiver only

In an MTXOP, the owner combines all data it plans to send during this MTXOP into one large MPDU, which is called a “train” due to its structure: In the MPDU, several data packets are aligned in a row, separated by internal information like CRCs, and send by the owner as one long packet. This is known as frame aggregation, which is proposed to and agreed on in Task Group 802.11n a. Frame aggregation as proposed in 802.11n can be further enhanced. As there may be multiple receivers in a single MTXOP, the long frame is divided into a header and several wagons. The header is send at the basic PHY mode and describes the following structure. The wagons may be addressed to the different receivers and may be send at different PHY modes. The construction of a train and other related topics including the acknowledgments are discussed in the section .

8.2.1.1.4.3 Frame Aggregation

The owner of a MTXOP can use two different techniques to optimize the usage of the channel time:

· Frame aggregation

The owner may aggregate several MSDUs, fragments of MSDUs, control frames (like ACKs) and information elements into one single entity, separating them by CRCs. The aggregate structure is given in the frame header. Frame aggregation as presented here is an enhanced version of the procedures proposed to Task Group 802.11n.

· Multiple receiver MPDU

The owner may send data to several different receivers during one transmission. It may also change the PHY mode during the transmission. The sequence and the duration of the different PHY modes are indicated in a header which is send in the basic PHY mode. Therefore, every receiver can compute the start time of its reception.

Therefore, the transmitter may send one multi receiver, multi mode frame during the subsequent MTXOPs. This frame is called a “packet train”, as it consists of a header and one or more wagons. Furthermore, each wagon is composed of a wagon header and one or more payloads, separated by CRCs. This structure is presented in Figure 8‑21.
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Figure 8‑21: The general Structure of a packet train, consituting of a header and several wagons

The intended receivers (as given by the reservation negotiation) listen to the train header and determine if one of the upcoming wagons is addressed to their DEVID. If so, it can compute its start time using the information given in the header.

The content of the train header is defined in section 8.2.1.1.4.3.1, the construction of the wagons including the wagon header in section 8.2.1.1.4.3.2.

8.2.1.1.4.3.1 Train Header

The structure of the train header is shown in Figure 8‑22:
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Figure 8‑22: The structure of the train header

After the transceiver’s DEVID, the number of wagons in the immediately following train is announced (up to mMaxNoOfReceivers), followed by a description of each wagon in the train, which consists of the receiver’s DEVID, the length of each wagon in OFDM Symbols and the chosen PHY mode. The train header ends with a header check sequence.

In many scenarios it is possible that the receiver cannot decode every wagon successfully, especially if it is encoded in a fast PHY mode. Without loss of generality, an OFDM PHY layer is assumed in the following explanations.

8.2.1.1.4.3.1.1 OFDM PHY layer amendments (Informative)

An MP can always detect the transmission boundaries, and therefore stay synchronized to the transmitter. As the length is given in multiples of (OFDM) Symbols, it can compute the start point of its wagon and single it out in the appropriate moment

The maximum duration of a wagon is restricted by the length indicator of the train header, whose maximum value is 28 – 1. E.g., for the 802.11a OFMD PHY it results in a wagon length of 765 octets (if BPSK½ is used).

8.2.1.1.4.3.2 Wagon Format

Each wagon is consists of a wagon header and the data portion.

8.2.1.1.4.3.2.1 Wagon Header

The wagon header announces the payload of the wagon, which are either MSDUs, fragments of MSDUs or information elements that are intended to the receiver only. The header states the number of elements and the length in symbols for each payload element.

8.2.1.1.4.3.2.2 Data Frame Format

Data frames transport the payload from the associated mobile stations through the mesh network, either to another mobile station or to a Mesh Point acting as a gateway or portal to another network. Likewise payload is transported from the gateway or portal to mobile stations. Therefore, the data frame format has to be adapted to the requirements and the standard of the legacy 802.11 format.

Consequently many of the data frame’s field resemble the 802.11 fields: The frame control bits, the final destination/first source address, the sequence control and the frame check sequence. Because of this similar structure, the fields of a MPDU from an associated station, addressed to the mesh network, can be copied directly into the data frame.

This also implies that the sequence numbers and a previous fragmentation are not changed by any Mesh Point, which furthermore reduces the complexity, as a Mesh Point does not have to buffer fragments of a MPDU for a defragmentation before the relaying.

The structure of a data frame can be found in Figure 8‑23.
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Figure 8‑23: The structure of a data frame

8.2.1.1.4.4 Acknowledgements

The ACK frame is used by a receiver to report the successful or failed reception of a MSDU, or a segment of a MSDU respectively, which was send by a transmitter before. Because of the ownerships of MTXOPs, the receiver is not allowed to send an ACK frame immediately after the reception of the data frame. In a multi reception MTXOP this would be impossible. Furthermore, immediate acknowledgments would imply a change of the transceiver/receiver roles which is unpredictable for the neighboring Mesh Points.

Therefore, acknowledgements are handled in the same way as any data frames: An MTXOP, negotiated between the receiver and the transmitter, has be occupied; the ACK frame can be send together with other frames using a packet train, preferably with frames targeted to the transmitter.

Consequently, the receiver might receive several data frames before it is able to acknowledge the first frame, especially if a suitable MTXOP ownership by the receiver does not exist and has to be created first. Once a MTXOP is owned, it can be used to send two different type of acknowledging frames:

· A cumulative ACK
Sending a cumulative ACK, the receiver acknowledges all MSDUs (or fragments of MSDUs) that have been send to him up to, but not including the sequence/fragment number indicated in the cumulative ACK. The transmitter may delete all MSDUs up to the indicated one from its sending queue.

· A bitmap ACK
The bitmap ACK is an explicit enumeration of the success or failure status of the last received packets. The sequence control field specifies the next sequence/fragment number of the next packet which is expected at the receiver, excluding packets that have already been send but were received with faults.
The attached bitmap indicates the status of the MSDUs that have been received, it starts with the last successful MSDU (as indicated by the sequence control field – 1), for each sequence number two octets in the bitmap represent the status of up to 16 fragments of the corresponding MSDU. The last two octets in the bitmap stand for the MSDU with the lowest sequence number (in a modulo sense) that was not received correctly.

The transmitter may delete all MSDU fragments that are indicated as successful in the bitmap from its sending queue, as well as the MSDUs that have a lower sequence number than the corresponding number of the last two octets in the bitmap.

The combination of both ACK types inside one wagon directed to the transmitter is of course possible, but the bitmap ACK must anticipate the cumulative ACK; the content of the first one has precedence over the latter one.

In both ACK frame types the buffer size field indicates the amount of free space in the receiving buffer reserved for this particular transmitter, counted in bytes. This size indicator is used as a flow control mechanism to prevent the transmitter from overstraining the receiver. The transmitter may send only the given amount of bytes before it has to wait for the next ACK. Retransmission of the last frame by the transmitter or the receiver can be used to update this indicator.

Additionally, congestion control like schemes can be used by the transmitter to estimate the optimal number of packets he can send before waiting for the next ACK.

Note: In the case of a multi – hop route, the buffer size indicator might be useful to avoid bottlenecks.

A Mesh Point in an overload condition may signal its problem by lowering the free buffer size below the actual capacity, and therefore slowing down the neighboring transmitters.

A forwarding Mesh Point with enough capacity may use the free buffer size as told by the next hop to calculate its indicated free buffer size for the previous hop.

In this way, the information about a congestion would travel from the congested node back to the source.

8.2.1.1.4.5 Transmission limitations

Each transmission during the MTP shall start at the beginning of a reserved MTXOP. However, the transmission begin may be deferred, if the MPs chooses to do so. As the solely restriction, any transmission is limited to the duration of the reserved MTXOPs. Any transmission must end before the beginning of the next reserved or unreserved MTXOP. It is recommended either to start the transmission at the beginning of the first owned MTXOP or to align it so that it ends simultaneously with the last owned MTXOP, which could be helpful for simultaneous transmissions in the same MTXOP, as it may shorten the duration of the interference.

8.2.1.1.4.6 Multihop Extensions

The DRCA allows an efficient multihop communication in the Mesh WLAN. The usage of negotiated ownerships of equal duration MTXOPs result in a predictable medium access, as all neighboring Mesh Points are able to learn which Mesh Point plays which part during a MTXOP.

This enhanced knowledge allows the DRCA to allow a greater spatial reuse, which directly is followed by a capacity increase of the mesh network.

A simple example for the possibilities of spatial reuse can be found in Figure 8‑24.
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Figure 8‑24: A simple scenario where spatial reuse is possible

Mesh Points “1” to “4” have their own BSS and probably several associated mobile stations. The mobile stations in the BSS of Mesh Point “1” generate traffic which is addressed to Mesh Point “4” (which is for example a gateway or portal to the internet), and Mesh Point “4” replies to the traffic.

As Mesh Point “1” and “4” are mutually out of reception range, they cannot communicate directly with each other. They must use two three hop routes via Mesh Point “2” and “3”, which is depicted as (1a-c) and (2a-c).

If Mesh Point “3” is able to guess that simultaneous usage of link (1a) and (2c) is possible because the interference created by Mesh Point “1” at Mesh Point “3” during the transmission is low, it may negotiate with Mesh Point “4” the number of used MTXOP to be the same as they are used for the link (1a). The latter information is directly available to Mesh Point “3” via the negotiation procedure between Mesh Point “1” and Mesh Point “2”.

Similarly, links (1c) and (2a) can be used simultaneously, which results in a traffic/time diagram as given in Figure 8‑25.
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Figure 8‑25: An optimal alignment of the transmissions during time for scenario in Figure 8‑24.

The described scenario is an example for an optimal behavior of the Mesh Points which can be seen from an external observer, but it is not obvious how the Mesh Points can reach this behavior. The possible internal mechanisms of the Mesh Points are explained in the next section.

8.2.1.1.4.6.1 Learning Mesh Points

Before Mesh Points can take advantage of simultaneous, concurrent transmissions, they must learn a model of the current environment, called the world model. This world model shall be as simple as possible, abstracting from reality as much as possible. Also, it shall be as detailed as needed to give good estimations of the options of a specified transmission. The world model is updated continuously by the sensors of a Mesh Point, which are the receiving entity of the physical layer together with the information about the MTXOP ownerships, received beacons, information elements and heard transmissions.

From time to time, a request for a new MTXOP ownership or a change of an existent one arises in the Mesh Point, for example because a new traffic stream is started by an associated Mesh Point or a MTXOP ownership negotiation request is received by a neighboring Mesh Point. This request is processed using the world model to find free MTXOPs that suit the current status regarding the intended role (transmitter or receiver) and the priority of the traffic.

With this information, the MTXOP negotiation process selects a suitable set of MTXOPs and starts the negotiation process (or answers the request respectively), probably preferring MTXOPs that lead to a simultaneous transmission.

The abstracted structure of a station which is able to adapt to the current interference can be seen in Figure 8‑26.
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Figure 8‑26: The general structure if an interference-aware Mesh Points

8.2.1.1.4.6.2 Measuring the Learning Performance

As the scope of this chapter is limited to the ability of simultaneous transmissions, this will be the only quality measure; other criteria that involve the optimal selection of MTXOPs under fairness conditions or QoS requirements like throughput and delay are not discussed. Therefore, the algorithm which chooses and negotiates the MTXOPs is handled as a black box which gets a set of MTXOPs that could be suitable for a specified transmission to/from a Mesh Point, optionally combined with a rating of each MTXOP. As a result, the performance of the learning algorithm can be measured by the number of “good” MTXOPs it proposes to this black box, compared to the number of “bad” MTXOPs.

To define the terms “good” and “bad” MTXOP more precise, the Figure 8‑27 presents an example.

	[image: image36.emf] 

1b

1a

2a

2b

2c

2d

3a

3b

1c

Rx Tx


(a)
	[image: image37.emf] 

1b

1a

2a

2b

2c

2d

3a

3b

1c

Rx Tx


(b) 


Figure 8‑27: The measures of the signal strength if (a) Tc s transmitting or (b) Rx is receieving

Both subfigures show an example environment with 11 Mesh Points, two of them are marked as the transmitting and the receiving Mesh Point respectively. In the left figure, the transmission power of the transmitting Mesh Point is drawn in red color. Its strength is proportional to the distance to the Mesh Point. The right figure shows the transmission power of all stations in the environment as it is seen from the Rx Mesh Point. In both cases, a green line indicates the traffic from the Tx to the Rx Mesh Point.

The decision if a MTXOP is “good” must be made regarding the desired role of the Mesh Point: If a Mesh Point wants to transmit, a MTXOP is “good” if it does not disturb a simultaneous transmission by its interference. With the power that is indicated in Figure 8‑27a, the transmitting Mesh Point would certainly infer with any transmission that is received at the Mesh Points “1a-1c”. The impact on a reception in Mesh Points “2a-2d” would be much lower; a transmission from Mesh Point “2b” to “2a” should be no problem; whereas Mesh Points “3a-3b” would not sense anything from the transmission. Additionally, the effect of the transmission depends not only on the distance to the other Mesh Point, but also on the position of the simultaneous transmission’s sender: It is less interfering if the distance from the sender to the transmitter is very small.

The second case, indicated in Figure 8‑27b, would be if the role of the Mesh Point wants to receive. A MTXOP is now called “good” if in the same time a simultaneous transmission creates only low interference at the receiver. This is for example the case if Mesh Points “2a-2b” or “3a-3b” are sending.

In the drafted environment some simplifications are made, as the shape of the signal strength may be more complicated than a circle around the sending Mesh Point. Furthermore, the shape may not be constant during time. Moving obstacles or different channel conditions can change the effects of a transmission.

8.2.1.1.4.6.3 The World Model

The task of the world model inside the learning Mesh Point is to represent the environment in the simplest way that allows a good prediction if a given MTXOP is “good” or not. The detailed implementation of the world model, which also includes how the outputs of the sensors are used to update its state, is of course independent of the protocol specifications, and can be optimized to fulfill different aims; for example a trade off between the needed complexity, the used computational effort and the accuracy of the predictions must be made.

The world model is limited by the potential and the accuracy of the given sensors. An optimal model in the case discussed here would know the position of all Mesh Points in the network, as well as the link characteristics between them and the placement of any obstacles. This situation is of course out of reach, as some of the knowledge can only be obtained by much overhead traffic (for the mutual link characteristics) or is unachievable at all (like the obstacles).

The following world model is therefore only a proposal that relies on the described Mesh MAC protocol and some of the information that can be obtained as a side product of it.

It is derived from the fact that in wireless networks the success probability of a transmission is mainly determined by the ratio of the useful signal strength at the receiver versus the strength of the interfering signals. The two possible reasons for interference are the background noise and simultaneous transmissions. Therefore, this ratio, the Carrier over Interference (CoI), is measured as
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C is the carrier's signal strength, N the current noise and the sum stands for the interference which is produced by other transmissions. Usually
[image: image39.wmf]IN

>>

å

, if a simultaneous transmission is existent; therefore, the noise can be neglected in the non trivial cases.

It is important to notice that two different CoI ratios have to be taken into account before a new, simultaneous transmission is started:

1. The receiver CoI

This CoI reflects the success probability that the receiver of a simultaneous transmission is able to decode the signal in spite of the primary transmission.

2. The interference CoI

By introducing a new simultaneous transmission, the transmitter creates a new source of interference for the primary transmission. Therefore, both Mesh Points of the new link have to avoid that this new interference is severe at the original receiver.

In this proposal, the current status of the world is represented by the signal strength graph, which is a complete graph G = (V, E) together with a weight function w: E -> N that connects an integer to every edge of the graph. Any Mesh Point that is recognized by a sensor (like the Rx entity or the beacon protocol) is represented as a node in the graph. The weight of an edge between two nodes (X, Y) is an estimation of the signal strength that is measured at node Y if node X is sending data. As the links between nodes are by assumption bidirectional, w (X, Y) = w (Y, X) and the graph can be undirected.

A simple example is given in Figure 8‑28: The complete graph is given for the five Mesh Points Tx, Rx, 1, 2 and 3, and the signal strength is abstracted as an weight of the connecting edge.
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Figure 8‑28: The signal strength graph for scenario with stations Tx Rx and 1 to 3

Having well trained this world model in every Mesh Point, it approximates the current state of the environment. Then, Mesh Points possessing this graph can compute an estimation of the interference CoI during a simultaneous transmission from Tx to Rx. Furthermore, the model can support the computation of the receiver CoI at Rx.

The interference CoI is estimated by dividing the weight of the link that represents the simultaneous transmission by the interference that is produced by Tx (given by w (Tx, [receiver of the simultaneous transmission]). The higher the quotient of those two weights, the lower is the chance that Tx interferes with the transmission.

Similarly the receiver computes the value of CoI as the quotient of w (Tx, Rx) and the interference of the simultaneous transmission, which is represented by w (Rx, Sender of the simultaneous transmission). A high indicator would here also express a high chance of a successful reception.

Of course the method can be extended to multiple simultaneous transmissions or to multiple receiver transmissions.

An algorithm can compute the CoI for every possible simultaneous transmission and then rate all MTXOPs given the information about the current ownerships using the ownership protocol as a sensor. Using this graph, the outcome is a list of “good” MTXOPs, which are likely to provide high success of reception and a low interference ratio to other transmissions in parallel. Furthermore, a threshold may be given which determines whether the computed CoI ratios high enough. Alternatively, the decision can be made based upon a (learnable) soft threshold function like the sigmoid function (
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The computed indicators for the transmission Tx to Rx in the given example graph can be seen in Table 8‑2, all impossible pairs of transmissions (like Tx -> Rx and Rx -> 2 in the same time) are omitted.

Table 8‑2: Interference CoI and Receiver CoI if a simultaneous transmission from Transmitter to Receiver would happen

	Transmissions in MTXOP
	Receiver CoI [dB]
	Interference CoI [dB]

	None
	0
	maximum

	1 -> 2
	4
	-2

	2 -> 1
	10
	-14

	1 -> 3
	4
	-1

	3 -> 1
	13
	-16

	2 -> 3
	10
	5

	3 -> 2
	13
	1


This table clearly shows that the transmission Tx -> Rx cannot be scheduled simultaneously to most of the other possible transmissions, perhaps only parallel to the transmission 2->3. A different case can be seen if the graph of the introduction example (Figure 8‑24) is examined, which is given in Figure 8‑29.
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Figure 8‑29: The signal strength graph for the scenario given in Figure 8‑24
If the transmission from Mesh Point 4 to Mesh Point 3 is scheduled in a MTXOP, the interference indicator for 1 -> 2 is 10*Log(60 / 15) = 6dB, and the reception indicator for 1 -> 2 is also 6dB, which may be rated as a “possible” MTXOP if a slow PHY mode is used.

Before the possible methods of learning the graph and the weights are presented, it has to be noticed that the abstraction which is done in the world model incorporates easily all kinds of transmission technologies like directed antennas or MIMO devices: If they improve the receiver CoI ratio and/or lower the interference CoI, their performance is directly incorporated into the model.

Similar, the effects of obstacles like walls indirectly influence the graph and are therefore also incorporated.

The continuous learning of the graph can be divided into two separate tasks: First, the graph's structure (V, E) has to be learned, which is the identifaction of the network's participants. Second, the weights in the graph are learned. Those two tasks are carried out continuously and with an adaptable speed, allowing the model to become a good approximation of the environment and reacting towards changes. The learning is made difficult by the insufficient and unreliable output of the three used sensors, as they are not made to fulfill the given task. A filtering of the sensor's output is therefore one of the most important subtasks of the learning process.

A last demand to the learning process is that it should recognize situations where its knowledge is insufficient to result good estimations for the two CoI values. In detail, it should be prevented that the interference CoI is overestimated and thus an existing transmission is disturbed.

8.2.1.1.4.6.3.1 Learning the Network’s Participants

Recognizing other Mesh Points in the network can be done easily using the beacon period access protocol and by receiving other Mesh Point’s traffic headers. From the beacon protocol, a Mesh Point can identify the beacon’s sender, the sender’s neighbors and the neighbor’s neighbors, because each of them is announced in the owner vector of the BPOIE.

In the traffic during the MTP, each traffic train has an initial header which gives the structure of the following wagons, including the recipient of each wagon. Using this information, a Mesh Point can detect other Mesh Points by listening to the headers even if in the MTXOP it is not a receiver.

Each occurrence of a Mesh Points’s DEVID (either in the BP or during the MTP) can be seen as a “ping” indicating the Mesh Point being “alive”. It is recommended that the Mesh Points are included to the graph the first time a “ping” was heard from them, they should be deleted from the graph with a probability that increases with the time no “ping” has been heard.

8.2.1.1.4.6.3.2 Learning the Signal Strength

For every new Mesh Point that is recognized, the weights to the other Mesh Points have to be estimated, which is done is several ways. Each sensor gives some hints how the weight should be set. The sensor’s outputs are noisy and have to be filtered or weighted before they can be taken into account.

If the current graph consists of N Mesh Points, (N+1) * N/2 weights have to be estimated. Of those links, (N – 1) are directly connected to the learning Mesh Point. Therefore, they can be learned faster and with more confidence. It is noteworthy that in the interference and in the receiver CoI, three out of four needed weights are direct links of either the transmitter or the receiver; only one weight in the interference CoI is in a one hop distance of one of them, as this weight describes the signal strength of the primary transmission measured at the primary receiver. To avoid overestimating the interference CoI, the lower bound of this weight is crucial.

Learning (N – 1) direct links can be done by using the timing information in the beacon access period protocol together with some side information by the PHY layer. Using the BP, a Mesh Point knows the point in time when a neighboring Mesh Point is transmitting its beacon. Furthermore, because of the strict rules in the BP, it knows that no other near Mesh Point is transmitting during this time.

For each beacon slot, the PHY layer can measure the integrated signal strength, and then report this strength to the MAC layer, which combines this information with the BP access protocol to determine an estimation of the signal strength of a particular neighbor.

The weight on the link can now be computed using this estimation. The easiest solution would simply take the most current estimation, neglecting older values. Another, more intelligent solution would be a low pass filtering of the estimates to obtain a running exponential weighted average. If the newest measurement, obtained in the beacon period number t, is denoted as 
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as a parameter weighting the importance of new measurements versus the old knowledge. This solution would of course solve the problem of short noisy measurements, although it increases the computational complexity.

Finally, a third possibility is the usage of a one dimensional Kalman filter to obtain an incremental estimation using the measurements. A Kalman filter assumes an additive white Gaussian noise with an unknown variance as an error on the PHY measurements; it can compute the current expected “real” signal strength together with the variance that it assumes together with this estimation. An advantage of the Kalman filter is that it weights the influence of new measures proportional to the current degree of believe of the estimation. Therefore, it can be seen as an enhancement of the exponential weighted average: In the latter case, all measurements are weighted with the same 
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 ; In contrast, the Kalman filter is able to adapt this coefficient to the current variance.

The increased computational complexity in comparison to the exponential weighted average is an obvious downside of the Kalman filter.

Using one of the described mechanisms, the learning Mesh Point is able to learn the weight of all direct links whereas all other links remain unknown. As it was explained above, an estimation of the lower bound of the weight of the other links suffices for a good interference CoI computation; therefore, two different methods with different complexity can be used.

The first method is explained with the help of Figure 8‑30. In this very simple scenario, Mesh Point “2” wants to initialize a transmission which is simultaneous to the transmission (1) from Mesh Point “3” to Mesh Point “4”. Therefore, it has to compute the interference CoI, which needs a lower bound of the signal strength that is detected at Mesh Point “4” if Mesh Point “3” is transmitting.
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Figure 8‑30: Mesh Point "2" wants to learn the signal strength of route (1)

Here, the medium access protocol during the MTP can be used as a simple sensor to get information about this signal strength. In the train header (consider section 8.2.1.1.4.3.1), for each receiver the used PHY mode is indicated. As the train header is send in the basic PHY mode, chances are high that Mesh Point “2” can understand this header and therefore it knows the used PHY mode. As fragile PHY modes can only be used successfully if the signal strength at the receiver is above a minimum threshold, Mesh Point “2” can conclude the minimum signal strength, which suffices for the CoI. Table 8‑3 shows the minimum signal strength in dBm for the different 802.11a PHY modes.
Table 8‑3: The minimum signal strength for the successful reception, depending on the PHY - mode

	PHY mode
	Minimum C (dBm)

	BPSK ½
	-82

	BPSK ¾
	-81

	QPSK ½
	-79

	QPSK ¾
	-77

	16QAM ½
	-74

	16QAM ¾
	-70

	64QAM 2/3
	-66

	64QAM ¾
	-65


The other possible method results in more overhead because it uses special IEs to disseminate the information about the received signal strengths over the network. This signal strength IE consists only of three fields: The Mesh Point where the signal is received, the transmitting Mesh Point and finally an 8b value expressing a lower bound on the signal strength.

The lower bound can be obtained by the estimation of direct links at it was discussed earlier, especially if a Kalman filter was used: Together with the variance, a confidence interval can be computed for the estimation, and the lower limit of this interval can be disseminated.

The frequency of sending of SSIEs should be very low; additionally, it is possible to adapt it to the behavior of the link, e.g. information about a steady, only slightly changing link is disseminated fewer than information about a fluctuating link. Furthermore, information about a link should not be send at all if the current knowledge is not very profound.

A the data in a received SSIE can be handled with more trust than data from the sensors about direct links, as it was already filtered and only the lower limit was sent. Therefore, a low pass filtering of the data with a high alpha should be sufficient. A station may decide whether to resent a received SSIE or to drop it. The probability of dropping the SSIE should be anti-proportional to the maximum direct link strength to the mentioned stations in the SSIE, as the information becomes irrelevant for Mesh Points that are even farer away.

8.2.1.2 Contention Period (CP)

Following the CFP, a CP enables legacy 802.11 stations to transmit data to the AP and receive data from the AP. Since the CP is used to serve the stations associated to an AP, the CP is used for the BSS Trafic Period (BTP).

8.2.1.2.1 BSS Traffic Period (BTP)

The BSS Traffic Period (BTP) follows each Mesh Traffic Period. During the BTP stations use the Coordination Functions (CF), which are supported by them to access the wireless medium (WM) for data transmission. The AP may further use the HCCA if it is collocated with an HC. The BTP is fully compatible with 802.11, all of its existing and upcoming amendments. The performance of data transmission handled in the BTP is solely defined by the CF used within.

8.2.1.3 Device IDs

The expected number of Mesh Points in a typical scenario, for example a campus environment, is typically less than or equal to 32. Therefore, a six octet field (like it is used in 802.11) for addressing traffic between Mesh Points is unnecessarily large. As long as it can be ensured that every Mesh Point in the mesh network has its own unique identifier, a shorter identifier may be used. The source and the destination of a data packet in the network are still addressed using the common address. However, any intermediate Mesh Point uses a mDevIdBits bit Device Id (DEVID) as the transmitter and the receiver address during the MTP. Hence a function to map MAC to DEVIDs is needed.

8.2.1.3.1 DEVID MAC address mapping

To uniquely map 6 octets long standard 802 MAC addresses to shorter DEVID addresses a hash algorithm is used. Each MP in the Mesh WLAN calculates its own DEVID and the DEVID of neighboring MPs based on the same algorithm. The hash algorithm may work as follows: MPs use the MAC address as an input seed to a random number generator. The output of the random number generator is a number with mDevIdBits bits. This shortend sequence is used as the DEVID. MPs, which join a Mesh WLAN, listen to the current traffic and collect all DEVIDs from the Beacon Period Access Protocol (BPAP), so that conflicts with stations in the neighbourhood and also with MPs in the neighborhood’s neighbourhood are avoided. The hash algorithm provides methods to deterministically generate a different DEVID in the unlikely event of a DEVID generation collision.

8.2.2 Dynamic Mode Scheduling – DRCA (Informative)

One usage scenario of the WLAN Mesh networking is to provide widespread coverage of wireless MPs across a wide area network such as the metropolitan broadband wireless hotzone deployment. Contention based shared medium access is not efficient for this type of deployment as the range of the MLs will be short due to the FCC regulated power restriction. The alternative to coordinate the transmission among MPs, the obvious requirement is to have all MPs aware of each other’s transmission schedule announcements. Unfortunately, this assumption cannot be held always especially when the network coverage is spread over a wide area.

Another consideration is to support other type of antenna rather than the omni directional antenna in the WLAN Mesh to achieve a longer distance and better transmission quality, relying solely on the property of the omni directional antenna to synchronize the MPs’ transmission opportunity as in today BSS system will limit the WLAN Mesh deployment.

In the Extended Distributed Control Access (EDCA) architecture that is proposed for the 802.11e MAC, each priority class of mobile node independently attempt to content the wireless medium after sensing the channel availability. This mechanism relies on the mobile nodes who performance the carrier sensing on the occupancy of the common traffic channel. As the number of nodes and traffic increases on the common channel, higher probability of contention over the wireless medium and more exponential back-off required for such random access of shared medium and the overall system throughput will be degraded. This degradation is especially more serious as the distance between the mobile nodes are increased.

To mitigate the contention impact, virtual carrier sensing through the support RTS/CTS are used to arbitrate the medium access. However, the capacity cost of the wait and forward grows as the number of nodes grows in the network. This approach introduces spectrum inefficiency.

In the case of the Hybridge Coordinated Control Access (HCCA) architecture that is proposed for the 802.11e MAC to depend on a single point of coordination function to operate in a shared medium to schedule across the mobile’s transmit opportunity, the design of the pairwise independent dynamic mode scheduling requires only communication between a pair MPs to maintain the distributed schedule among themselves. By taking this approach, the additional complexity of computing schedules at the central coordinator will significantly be reduced in spite of the number of MLs and MPs are increased. Also, the capacity cost remains constant as no lost of bandwidth to the RTS/CTS and exponential backoff.

Also, it is conceivable that the HCCA scheduler can obtain the inputs from all the nodes about their outstanding transmit opportunity requests to coordinate the scheduling among all nodes which will likely be out-dated if the system is dynamic. Therefore, continuing rescheduling will be required. Leveraging the pairwise distributed dynamic mode scheduling, all the problems described above can be alleviated as the closer decisions are made between the tightly coupled MPs, the lesser error in estimating queue sizes and transmit priorities to deal with.

The best configuration to enable dynamic mode scheduling is to have a dedicated radio for ML communication with the MP peer.

8.2.2.1 MTXOP Negotiation

The MTXOP negotiation between the MP peers can be initiated as soon as the Mesh Discovery and Association are completed and the MP peers are mutually authenticated. The intent of operating in the dynamic mode operation should be specified in the beginning when the MP peers exchanging the MBeacon and/or MProbe request.

Before the MTXOP negotiation, the MP must prepare for the following planning on the time slots and scheduling which are required to be specified in the MTXOP(s).

Time in a MP is a non decreasing counter, that can be read at any instant in a variable T. This counter can be viewed as slotted, where a time slot is an atomic time unit for the scheduler (i.e. a singular useful task can be accomplished in a time slot). A MP’s schedule is then a set of contiguous slots SC = {S0 , S1 , S2 , ..., Sk} = {t0 , t1 , t2 ... , }, where t0 is the start of the next slot as well as the end of the present slot; t1 is the end of slot 0 and start of slot 1 and so on and slot Si occurs before Sj implies that the corresponding start time values are such that ti < tj. Furthermore the schedule only has entries for the finite future (i.e., tk is a finite value of the time counter) and the current value of T is never greater than t0.

Each MP creates a schedule similar to the one above, such that, if in a MP ni the schedule for any time instant indicates that it is to communicate with a neighbor nj then there is a corresponding entry for the same time instant in the schedule of nj that indicates that it is to communicate with ni. This is called the exclusive pair condition. If time was denoted in the schedule in terms of contiguous discrete intervals, called slots, then the exclusive pair condition implies that if in a MP ni, the schedule for a time slot indicates that it is to communicate with a neighbor nj then there is a corresponding entry for the same time slot in the schedule of nj that indicates that it is to communicate with ni. Such time slots are represented as Si = {ti , ni , pi , ci}, where ti is its start time i.e., the value of T at which slot i is to start, ni is the corresponding neighbor, pi a tuple of radio related performance parameters (e.g. radio aware metric & measurements, QoS parameters, routing parameters etc.) that is to be used for the slot and ci a list of MPs that had contended or may contend on this slot. Note that ni , pi , ci = null for the times when there are no neighbor to communicate with the local MP.

When a new MP first associates with the WLAN Mesh, it’s scheduler will have slots with no neighbors. To begin with discovery of other MPs need not be coordinated in time and may happen by random overlap of radio related performance parameters and time. However once MP neighbors discovery is completed and they exchange messages to reserve slots in each others schedules to allow subsequent scheduled MTXOP negotiations to be coordinated in time. Since the reservations are pairwise, if each node reserves slots in a serialized fashion and ensure non-preemption in its schedule it can satisfy the exclusive pair condition. This implies that the schedule created would have successfully created as many different pairs as possible thereby maximizing medium usage, given that the radio related performance parameters of two links do not overlap in space or time.

Since the slot will begin a finite amount of time after the exchange to reserve the slot, a function that computes the expected data to be exchanged using the present queue length and history is used at the time of negotiating the slot size. By using suitable policies (e.g. QoS prioritization), by capping the maximum slot that a neighbor is assigned and each busy neighbor is given equal opportunity to book slots according the system policies, MPs can ensure that their schedule is fair. Variations of booking schemes, such as time proportional to the ratio of data expected on one queue to data on all the priority queues, can be adopted according to the particular application to tailor how the neighbors are allocated time. A generalization of the booking function is as follows:

Bpq = {Si : Si is a slot in the future that is booked for data transfer from node p to q} and can be computed by the function (pq(),

Therefore
Bpq = (pq(qpq, qqp, Fpq, Fqp, B’pq, B’qp, Qpq, Qqp, Ppq) 

((1)

Where
qpq = the multi-priority queue sizes for data from MP p to q
Fpq = { Si : Si is a slot in the future that is available to be booked for data transfer from MP p to q}

B’pq = { Si : Si is a slot in the past that was booked for data transfer from MP p to q}

Qpq = { qipq : qipq is the change in the queue size for data from MP p to q in the slot i}

Ppq = {tuple of radio related performance parameter available for slots for data transfer from MP p to q}
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Figure 8‑31: Gneralized Dynamic Scheduling MTXOP Parameters Negotiation

A message exchange sequence (shown in figure aboveREF X52311_FigureTitle_ \n  \* MERGEFORMAT ) is used to negotiate the free slots and the time required for the MPs to drain their data. The messages contain the parameters above. Negotiation between two MP A and B is as follows. First, A notes its clock value at present as a reference time for the present negotiation and computes the tuple {qAB, FAB, B’AB, QAB, PAB} where the elements of the tuple are defined above. A ensures that all time values in the message is relative to the reference time. This message is sent to B which first computes its own tuple {qBA, FBA, B’BA, QBA, PBA} with its own reference time. Then the booking functions for the directions AB and BA are computed by matching the free slots of both A and B, to find common time intervals, i.e. slots (or parts of slots), from FAB and FBA until all the free slots are exhausted or time for all qAB and qBA has been booked. The resulting set of slots, BAB and BBA are said to be the set of booked slots for that negotiation and are conveyed back to node A so that it can book those slots in its schedule as well.

Since BAB and BBA are computed out of FAB and FBA and only one booking occurs and completes at any given time, the bookings can be guaranteed to be serialized and thus it does not conflict with any existing bookings. Note that in order to convey free slots the MPs need to use relative time, because they have free running independent clocks. Relative time is calculated by a common event, referred to as the reference point of the negotiation. The further the reference point of B is from that of A, the more error will occur in the times booked at both ends.

A given MP can repeat this process periodically with all of its neighbors to continue to communicate with them. The message exchange above can be peggybacked to user data for efficency. However scheduled communication with a neighbor may be lost if no booking for a future slot exists in the upcoming schedule. In order to prevent this from happening, minimum time slot to book the future slots is necessary in the absence of any data to be exchanged. Booking small slots that will be purely for the sake of completing another negotiation and thereby keeping the neighbor in the schedule.

8.2.2.2 MPs With Multiple Sharable Radios

Although the treatment of the scheduling problem above is assumes that MP have a single radio dedicated for the ML communication to multiplex to multiple neighbors, the mechanism described above can be easily extended to MPs with more than one radios. The scheduling becomes trivial if the number of radios is greater than the number of neighbors that a MP has to form a link with. If however the number of radios is less than the number of links then the mechanism above can be applied as such: Each radio will have its own schedule which is maintained independent of the other schedules in the same MP, except during negotiations. When the set of available slots is being calculated, slots on all available radios are included. The booking function thus can pick slots on any of the neighbors or its own radio’s schedules. If more than one radio is available for a given time the function can be clever to select the previous radio to minimize radio set up overhead. Indeed the equation (1) and its arguments will still hold except that the slots will have a superscript to denote the radio number as ski where k is the radio identifier and i a slot identifier. However an important distinction with the single radio case is that MPs with multiple radios need to ensure the serialization of its negotiations and therefore its slot bookings. This can be easily achieved by ensuring that the negotiation with a peer doesn’t start until the time that no other negotiation is ongoing. For instance the negotiation process can mark the slots that it has sent to the other MPs in FAB as under-negotiation and other negotiations will then avoid slots that are marked such. If some of these under-negotiation slots end up being unused, they can be marked as free again.

8.2.2.3 Clock Drift Re-Synchronization

Furthermore in order to avoid the problem of clock drift the method proposed only used time intervals that can be bounded as a function of the maximum drift in individual clocks. Scheduling proposed here relies on time intervals relative to each neighbor. Given the worst case variation in the clocks the scheduler is able to bound the variation in each interval with each of its neighbors independently of others. By periodically determining a fresh set of intervals it avoids loosing synchronization. Indeed the method described here doesn’t require any MP to ever change its own notion of time, hence avoiding de-synchronization with other MPs. In fact one can compute the maximum time before two MPs must negotiate another interval. Consider the figure belowREF X32370_FigureTitle_ \n  \* MERGEFORMAT , where a message is sent from B to A. If e is the error in timing on the message exchange
 and ms and mus are the deemed to be the minimal slot size and the minimal sized slot that can accomplish useful data exchange then:
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Figure 8‑32: Clock Drift Re-Synchronization

8.2.2.4 Recovery from Failures of Future MXTOP Negotiation

Sometimes it has been observed that the MPs are unable to even complete the negotiation phase of a slot. At this point the early releases of the scheduler would then declare a ML down event. However it was observed that there were many instance of this likely due to interference. A recovery procedure was thus added to the system. The recovery process is parameterizable in the number of attempted recoveries. The mechanism works by remembering the last interval between the previous two successful negotiations. Upon failure to determine the next time the radio is to be aligned each MP will unilaterally book a slot at a predetermined multiple of the last interval between the previous two successful negotiations. Since both ends will have the same value of the interval and the same multiple it’s likely that they will be able to book the same time and be able to continue their negotiations and data exchange in the upcoming slot, if the problem was transient. However if the MPs persistently fail to communicate the recovery will not work and the MPs will stop unilaterally booking slots after a predetermined set of recoveries. Recovery will not succeed if one end of a negotiation thinks that it has successfully completed negotiation while the other end doesn’t.

Note that a better recovery scheme is to negotiate redundant bookings that are to be made in the longer term, so that if the short term bookings fail one can rely on an accurately negotiated longer term recovery slot that will be upcoming. This is likely to be included in the next release.
8.2.3 Shared Coordination Channel Resource Allocation

Our resource allocation is designed to meet the QOS and mitigate hidden/exposed nodes problem. Following the same design as the conventional 802.11, we also use physical and virtual carrier sensing to achieve collision avoidance. Parallel transmission can be achieved via dynamic adjustmnet of different RF resources.

There are five key concepts in our proposed dynamic resource allocation scheme.

The first is that the resource allocation is an integral part of our discovery protocol. The scheduling (resource allocation) mode and it operational configuration is discovered during the discovery phase.

The second is that we use a distributed algorithm for dynamic resource allocation (as opposed to a centralized algorithm).

The third is cross-layer optimization techniques make decision on various parameters for the resource allocation including:

· Channel section: mitigates interferences and provides QOS

· Transmit power: minimizes interference (and increases spatial reuse)

· Sensing threshold: mitigates the exposed node problem.

The fourth is we propose a cost-effective radio configuration: 1.5 radios target to a small and mobile network. However, our flexible scheme supports other radio and channel configurations. For example, our scheme works for 1.5 radios with N operating channels, where N ≥ 1; it also works for m-radio device with N operating channels, where N ≥ m and m > 1. It is assumed that a radio can dynamically switch its channel on a per packet basis.

The fifth is our scheme allows for bi-directional resource allocation.

Our radio resource per mesh point includes:

· One or more radio, and for each radio

· Transmit power

· Channel (frequency)

· Data rate

· Duration

· Sensing threshold

8.2.3.1 Resource Allocation Procedure

The following are the steps in our proposed universal cooperative resource allocation protocol.

Step 1: Establishment of Shared Coordination Channel

As discussed in the previous section, when a mesh AP powers up, each mesh AP scans all channels to find mesh beacons from its neighbors. To speed up the scanning process, a mesh AP can also send out a mesh probe request. When its neighboring mesh AP receives a mesh probe request, it will send out a mesh probe response.

From the mesh beacon or mesh probe response messages, each mesh AP perceives the channels that are usable from its neighbor view point.

Each device also performs scanning on all channels, and has its own view of what channels are usable.

A device negotiates a shared coordination channel (SCC) with its neighbors. At this end of Step 1, all devices use the agreed SCC to perform mesh management and control functions. One of the mesh control functions is resource allocation.

The SCC is defined as a signaling channel used to control and manage traffic on all channels between source and destination pair. It is a logical channel used for exchange of control and management frames by all mesh points (MPs) in a particular mesh domain and for negotiating traffic channels. The use of the SCC option may be enabled during MP start-up or via subsequent discovery process. The SCC has the following characteristics:

· The SCC (with resource allocation protocol) provides a mechanism to mitigate hidden node problems

· Simplicity: Legacy physical carrier sensing is not optimal. To operate in a mesh network with physical carrier sensing alone, each MP requires dynamic sensing threshold adjustment. The SCC approach does not need this technique to operate.

· Power saving: With virtual carrier sensing, a device can decide to go into sleep state if no traffic is destined for it.

· Robustness and performance: When SCC and traffic channel have their own frequency, an MP can receive management and control frames at any time. It provides a faster react to topology change. It provides faster power control adjustments. Faster scanning of different channels also becomes possible.

When another device powers up, it will find all the mesh beacons on one channel (which is the SCC). Also, in the extended resource management Information Element (IE) of mesh beacon, this new device can find the information about the SCC. The new device can either agree to use this SCC or request for a change of the SCC. If the new device agrees to the use the SCC, it becomes part of the mesh network. If a device requests for the change of the SCC, there are two possibilities. First, another round of negotiation of a new SCC with existing devices can be performed. Second, this device forms its own mesh network and communicates with the existing network through a portal.

As discussed previously, the recommended configuration is 1.5 radios. The extra ½ radio is to allow the other (full-duplex) radio to be able to dynamically switch traffic channel to a different frequency, and the device still can receive control and management frames from the SCC. Without the extra ½ radio, the SCC still functions; however, both the SCC and traffic channel must be using the same frequency all the time. The ½ radio is for receive-only (simplex) scanner. Its purpose is to scan different channels to evaluate channel condition and monitor and receive messages on the SCC. The SCC supports one or more full-duplex radios. These full-duplex radios are to scan different channels to evaluate channel condition, transmit/receive for the SCC, and transmit/receive for the traffic channel. The SCC scheduling has best performance when there is more than one operating frequency and the device has more than one full-duplex radio.

For a mesh point with single radio and one operating channel, both SCC and mesh traffic channel share the frequency. Its operation is similar to that of the existing BSS distributed coordination function (DCF). The BSS traffic (from the stations) and mesh traffic can co-exist using time division multiplexing.

For a mesh point with multiple radios, a radio is to support the SCC, and each additional radio supports mesh data traffic. The BSS traffic can be flexibly assigned to the SCC and/or mesh data traffic channel by dividing the time into BSS operation and mesh operation.

Step 2: If a device has application packets waiting to be sent, it sends a MTXOP Req message on the SCC. At this step, each mesh point continues to scan channels to evaluate the interference condition. Each mesh point adjusts its sensing threshold to maximize spatial reuse. Optionally, power control can also be exercised.

The MTXOP Req message contains the following fields:

· Candidate channel list for traffic channel

· The channels in the list are the “free” channels with good quality from the sending device view point

· It mitigates both hidden node and exposed node problem

· Preferred data rate and duration (TXOP)

· This is a specification of QOS required

· Preferred number of radios

· This is a specification of QOS required
Note: The NAV of surrounding devices is not updated by the MTXOP Req message.

Step 3: When a device receives the MTXOP Req, it performs the following procedures:

The receiving device uses the candidate channel list from the MTXOP Req to compare to its own channel list, and finds their intersection. Assume their intersection contains N operating channels. Our procedure allows for bi-directional resource allocation. If the destination also needs to send data frames to the source, the destination will adjust the duration (TXOP) in the MTXOP Rsp accordingly
The receiving device sends a MTXOP Rsp message out. The MTXOP Rsp message contains the following fields:

· Accept MTXOP Req proposal

· Agreed data rate and duration (TXOP)

· Agreed number of “free” channels (N) and their channel numbers for traffic channel

· This channel list considers the view points from both sender and receiver

· Agreed number of radios (m)

· N ≥ m
· Reject MTXOP Req proposal

· Clear

· Channels and their duration

Note: When the surrounding devices overhear a MTXOP Rsp message with acceptance, it updates its own NAV. However, when overhearing a MTXOP Req message with rejection, it does not update is own NAV.

At this step, each mesh point continues to scan channels to evaluate the interference condition. Each mesh point adjusts its sensing threshold to maximize spatial reuse. Optionally, power control can also be exercised.

Step 4: When the source receives the MTXOP Rsp, it returns an M-ACK to the destination.
The M-ACK contains the following fields:

· Accept proposal

· Channels and their duration

· Reject proposal

· Channels and their duration

At this step, each mesh point continues to scan channels to evaluate the interference condition. Each mesh point adjusts its sensing threshold to maximize spatial reuse. Optionally, power control can also be exercised.

Step 5: When the destination receives an M-ACK with acceptance, the data phase can begin. The device starts data transmission using agreed traffic channel(s). When the destination receives a M-ACK with rejection, the destination also sends out a M-ACK. Both M-ACKs are used to reset the network allocation vector (NAV) of surrounding devices that overhear the control messages exchanging.

Examples of message exchanging sequence are provided below.
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Figure 8‑33: Accept Case (3-way Handshake)
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Figure 8‑34: Reject Case 1 (2-way Handsahking)
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Figure 8‑35: Reject Case 2 (4-Way Handshaking)
The overall message exchange sequence and the use of SCC are illustrated in the following figure.
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Figure 8‑36: Overall Message Excahnge Sequence for the use of SCC

8.2.3.2 Admission Control

The loading level of the SCC is measured by examining the collision conditions. When the loading level exceeds a threshold, the mesh aware engine has the option of not allowing the association of a new mesh point into an existing mesh network. These new mesh points will need to form their own mesh network if additional frequency is available.

8.3 RF Resource Management

This section describes signaling and protocol support for WLAN mesh network RF resource management. By including such support in this proposal, RF resource management methods may be implemented to address the following objectives:

· Satisfaction of regulatory requirements

· Improvement of overall network throughput

· Maintenance of mesh link/path quality

· Better use of various types of radios and antenna configurations

· STA operation within the WLAN mesh, e.g., wireless distribution system (WDS) capacity currently available for traffic forwarding

· Policy-based RF management

This signaling and protocol support enables the implementation of various methods to satisfy the above-mentioned objectives. For example:

· Distributed Coordinated Scheduling – method to maximize RF frequency reuse by enabling simultaneous co-channel and adjacent channel transmission between MP neighbors.

· Opportunistic Distributed Automatic Channel Selection – method to automatically select among orthogonal channels to avoid co-channel interference to avoid adjacent channel interference in the case of multi-radio configurations, and to distribute energy across the spectrum within a given geographic area.

· Adaptive Physical Carrier Sensing (PCS) and/or Transmit Power Control (TPC) – method to minimize RF co-channel and adjacent channel interference by automatically adjusting the physical carrier sensing threshold and/or transmitter power level to mitigate the hidden node/exposed node problem

8.3.1 Transmit Power Control

The ability of an MP to control its transmission power is desirable in order to satisfy regulatory requirements as well as to enable vendor-specific methods for radio network optimization.

For regulatory purposes, different countries/bands have different allowances for transmission power. For example:

· Lower U-NII (5.25-5.35GHz, 4 channels) 40mW US, 200mW Europe

· Middle U-NII (5.35-5.45GHz, 4 channels) 200mW US and Europe

· (5.47-5.725GHz, 11 channels) Europe-only, 1000mW

· Upper-U-NII (5.725-5.825GHz, 5 channels) US-only, 800mW

For purposes of radio network optimization, limiting the transmission power can increase system capacity. For example, channel re-use can be increased by limiting the range over which deferral is induced. Limiting the transmission power can also extend the operation lifetime of battery-operated devices.

In both cases, inter-MP signaling supports the proper setting of transmission power. The proposed solution is inspired by 802.11h and consists of:

· Signaling of Allowed Power Setting information

· Exchange of TPC Capability and TPC Setting information
8.3.1.1 Signaling of Allowed Power Setting Information

The Allowed Power Setting information is used to impose limits on power settings that the MP can use. It is required for regulatory purposes. The Allowed Power Setting information should include the following:

· Regulatory domain where the Mesh network currently operates

· Supported channels

· Min/Max Tx power allowed setting

· Silence/quiet periods

· Used for detection (measurements) and coexistence with radars

The Allowed Power Setting information may be applicable to the entire mesh network, a particular MP or group of MPs, or a particular mesh link or group of mesh links.

The Allowed Power Setting information may be signaled through Mesh Management frames, e.g., Mesh Beacon, Mesh Probe Response, Mesh Association Request.

8.3.1.2 Excahnge of TTC Capability and TPC Setting Information

TPC Capability information will include the Maximum Tx Power and the Minimum Tx Power that the MP is capable of supporting. It may also include the adjustment step size settings that the MP supports.

The TPC Capability information may be signaled through Mesh Management frames, e.g., Mesh Beacon, Mesh Probe Response, Mesh Association Request.

The TPC Settings information will include the current Tx Power operational settings and may include inter-MP pathloss information. The TPC Settings information may be signaled through Mesh Management frames, e.g., Mesh Beacon, Mesh Probe Response, Mesh Association Request, Mesh Action (Mesh Measurement – TPC). It may optionally be included in Mesh Control frames, e.g., MTXOP Request, MTXOP Response, MTXOP ACK.

8.3.2 Mesh Link Maintenance

Mesh link maintenance consists of logical functions to monitor, assess, and/or modify local mesh link parameters. It also includes mechanisms for exchanging related information via inter-MP signaling. Such information may be used to enable automatic channel selection, Tx power setting, and physical carrier sense threshold setting.

These functions also provide link status and radio-aware metrics to be used by higher layer mesh routing protocols.

An example is shown in Figure 7-36.
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Figure 8‑37: Mesh Link Maintenance Example

8.3.2.1 Measurement Processing

Measurement Processing consists of processing local MP measurement information as well as remotely generated measurement information signaled by other MPs.

Local MP measurement information can include RSSI and CCA information provided by the PHY layer, as well as FER calculated by the MAC layer. Local measurement processing is performed in an opportunity-driven fashion on a non-interfering basis. Dedicated measurement periods may be scheduled whenever there is an opportunity as described in Section 7.4.2.2.

Remote MP measurement information includes either solicited or unsolicited information signaled by other MPs. The exchange of remote MP measurement information is addressed in Section 7.4.3

8.3.2.2 Measurement Scheduling

Local measurements may require that a channel be idle during the measurement interval. In such cases, the measurement interval could be scheduled to occur when the channel is not expected to be busy.

8.3.2.3 Link Quality Assessment

An MP should monitor the quality of a mesh link between itself and an associated/authenticated neighbor MP. The method for link quality assessment is implementation-dependant.

This proposal defines signaling and protocols to enable the exchange of related link quality information between MPs. For instance, measurement-related information may be conveyed via Mesh Management frames (e.g., “Action” frames of category Measurement Request/Measurement Report), Mesh Control Frames (e.g., MTXOP Request/MTXOP Response), or Mesh Data frames with piggybacked information.

Based on processing of local and remote MP measurement information, an MP should determine the status of its mesh links, i.e., is it acceptable for the current levels of service is the link quality degrading, or is the link quality unacceptable to the point where should be declared “down”. In the case where the quality is degrading, the MP may take corrective action to improve the link quality as described in Section 7.4.2.4.

8.3.2.4 Link Parameter Modification

In the case where the link quality assessment indicates that the link quality is degrading, the MP may perform a link parameter modification to try and improve the link quality. The method for link parameter modification is implementation-dependant.

This proposal defines signaling and protocols to enable the exchange of related link parameter information between MPs. For instance, related information (e.g., channel, TPC info) may be conveyed via Mesh Management frames (e.g., Mesh Beacon, Mesh Probe Response, Mesh Association Request), Mesh Control Frames (e.g., MTXOP Request/MTXOP Response), or Mesh Data frames with piggybacked information.

8.3.3 Mesh Measurements

The Mesh Measurement request/report mechanism can be used to improve mesh network operation (throughput efficiency, QoS maintenance, etc.) by enabling the exchange of metrics and statistics between MPs for functions such as:

· Routing / Forwarding

· Resource Management

· Load Balancing

· Flow Control

· Battery Conservation

· Scheduling

Mesh measurement information from one or more MPs may be requested by any MP. Support for specific measurements may be mandatory or optional. Measurement requests may specify “one-shot”, “event-triggered”, or “periodic” measurement reporting. One-hop or multi-hop measurement request/report is possible. It is also possible for an MP to report unsolicited measurement-related information.

Measurement related information is conveyed in information elements similar to 802.11h/k. Measurement-related information may be conveyed via Mesh Management frames (e.g., Mesh Beacon, Mesh Probe Request/Response, Mesh Association Request/Response, and Mesh Action frames of category Measurement Request/Measurement Report), Mesh Control Frames (e.g., MTXOP Request/MTXOP Response), or Mesh Data frames with piggybacked information.

Measurements and messages can be not only MP-specific, but also ML-specific. In order to uniquely specify a ML between it and another mesh point, it is only necessary to specify the MAC address of its associated neighbor MP. Since the ML is a logical concept, the response to a request for a ML measurement can include one or more associated physical measurements (e.g. one for each associated physical channel).

8.3.3.1 Multi-Hop Measurements

In some specific situations, an MP could require to collect measurements over a whole route or path, involving several MPs in the process. Since all the MPs in the route from the source MP to the destination MP would be required to send the measurements back to the source node, the multi-hop measurements request and report mechanism can be used to perform such measurements in a more efficient manner.

In this case, the source MP sends the multi-hop measurement request to the destination node(s), propagating the request through the MPs in the route. All the requested destination nodes in the route report the requested measurements back to the source MP, and intermediate nodes can also take advantage and collect and use the measurements of other MPs on their own routes or paths.

An example of this process is shown in Figure 7-37.
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Figure 8‑38: Multi-hop Measurements Example

8.3.3.2 Information Elements

As mentioned before, measurement related information is conveyed in information elements similar to 802.11h/k. The following are the mesh measurement-related Information Elements (IEs)

· MP Measurement Request/Report

· MP TPC Request/Report

· MP Neighbor Request/Report

· MP Channel Report

· MP RCPI Report

· MP Schedule Report

8.3.3.2.1 MP Measurement Requuest Element

The MP Measurement Request element contains a request for the receiving MP to undertake the specified measurement action. The information element is defined in Figure 7-38.

	Octets: 1
	1
	2
	1
	1
	1-6
	variable

	Element ID


	Length

	Measurement

Token
	Measurement

Request

Mode
	Measurement

Type
	MLID
	Measurement

Request 


Figure 8‑39: MP Measurement Report Elelement

The Element ID field is set to “MP Measurement Request.” The Length field is set to number of bytes to follow. The Measurement Token field is used to associate subsequent report to request. The Measurement Request Mode field indicates if the requested measurement can occur in parallel with ongoing measurements and whether the request is for a “one-shot”, “event-triggered”, or “periodic” measurement reporting. The Measurement Type field identifies type of measurement requested. The MP Measurement Request Types are:

· Basic Request

· CCA Request

· RPI Histogram Request

· Channel Load Request

· Noise Histogram Request

· Beacon Request

· Frame Request

· Hidden Station Request

· Medium Sensing Time Histogram Request

· Statistics Request

· Location Configuration Indication Request

· Buffer Occupancy Request

· Battery Level

· Preferred Channel Set

The MLID identifies the ML upon which the measurement should be performed. Finally, the Measurement Request field provides detailed information for set-up, execution, and reporting of the requested Measurement Type.

8.3.3.2.2 MP Measurement Report Element

The MP Measurement Report element provides a measurement report corresponding to a previous measurement request. The information element is defined in Figure 7-39.

	Octets: 1
	1
	2
	1
	1
	1-6
	variable

	Element ID


	Length

	Measurement

Token
	Measurement

Report

Mode
	Measurement

Type
	MLID
	Measurement

Report 


Figure 8‑40: MP Measurement Report Element

The Element ID field is set to “MP Measurement Report.” The Length field is set to number of bytes to follow. The Measurement Token field is used to relate the report to the associated request. The Measurement Report Mode field indicates if the MP was able or unable to perform the requested measurement. The Measurement Type field identifies type of measurement reported. The MP Measurement Report Types are:

· Basic Report

· CCA Report

· RPI Histogram Report

· Channel Load Report

· Noise Histogram Report

· Beacon Report

· Frame Report

· Hidden Station Report

· Medium Sensing Time Histogram Report

· Statistics Report

· Location Configuration Indication Report

· Buffer Occupancy Report

· Battery Level

· Preferred Channel Set

The MLID identifies the ML upon which the measurement was performed. Finally, the Measurement Report field provides detailed information for the reported Measurement Type.

8.3.3.2.3 MP TPC Request Element

The MP TPC Request element contains the required information for the receiving MP to undertake the specified MP transmit power and link margin action. The information element is defined in Figure 7-40.

	Octets: 1
	1
	1-6

	Element ID


	Length

	MLID


Figure 8‑41: MP TPC Request Element

The Element ID field is set to “MP TPC Request.” The Length field is set to number of bytes to follow. The MLID identifies the ML upon which the action should be taken.

8.3.3.2.4 MP TPC Report Element

The MP TPC Report element provides a report according to the associated request. This report can be included in MBeacon or MProbe Response without a corresponding request. The information element is defined in Figure 7-41.

	Octets: 1
	1
	1-6
	1
	1

	Element ID


	Length

	MLID
	Current MP Transmit

Power
	MP Link Margin / Inter-MP Pathloss

(optional)


Figure 8‑42: MP TPC Report Element

The Element ID field is set to “MP TPC Report.” The Length field is set to number of bytes to follow. The MLID identifies the ML upon which the action has been taken. The Current MP Transmit Power identifies the power that was used to transmit this MP TPC Report. Finally, the MP Link Margin / Inter-MP Pathloss provides the link margin / pathloss measured on the associated request, and therefore this field is not included when the MP TPC Report element is sent in a MBeacon or MProbe Response

8.3.3.2.5 MP Neighbor Request Element

The MP Neighbor Request element contains a request for the list of neighbor MPs. The information element is defined in Figure 7-42.

	Octets: 1
	1

	Element ID


	Length

(set to “0”)



Figure 8‑43: MP neighbor request Element

The Element ID field is set to “MP Neighbor Request.” The Length field is set to zero.

8.3.3.2.6 MP Neighbor Report Element

The MP Neighbor Report element provides the list of neighbor MPs. The information element is defined in Figure 7-43.

	Octets: 1
	1
	variable

	Element ID


	Length

	MP Neighbor List



Figure 8‑44: MP Neighbor Element

The Element ID field is set to “MP Neighbor Report.” The Length field is set to number of bytes to follow. The MP Neighbor List provides a list of all MPs currently associated to this MP.

8.3.3.2.7 MP Channel Report Element

The MP Channel Report element contains a list of channels where an MP is likely to find another MP. The information element is defined in Figure 7-44.

	Octets: 1
	1
	1
	variable

	Element ID


	Length

	Regulatory Class – Frequency Band
	MP Channel List




Figure 8‑45: MP Channel report Element

The Element ID field is set to “MP Channel Report.” The Length field is set to number of bytes to follow. The Regulatory Class – Frequency Band field contains the identification of the band and regulatory domain. The MP Channel List contains the list of active channels being used by the current WLAN Mesh system.

8.3.3.2.8 MP RCPI Report Element

The MP RCPI Report element may be returned in an MProbe Response if requested in an MProbe Request. It contains the MP Received Carrier Power Indication (RCPI) value measured on the received MProbe Request frame. The information element is defined in Figure 7-45.

	Octets: 1
	1
	1

	Element ID


	Length

(set to “1”)

	MP RCPI



Figure 8‑46: MP RCPI Report Element

The Element ID field is set to “MP RCPI Report.” The Length field is set to “1.” The MP RCPI field provides the RCPI value as defined in the RCPI measurement at the measuring MP, according to the clause for the PHY type.

9 Mesh Management

9.1 Routing Architecture

9.1.1 Overview

Different WLAN mesh networks can have different requirements upon the choice of mesh routing algorithms and path selection metrics. The proposed routing architecture provides a flexible and extensible framework to allow different routing protocols and link metrics to be adopted. The Mesh Beacon, Mesh Probe Response, and Mesh Report messages all contain routing information element (Routing IE) fields that can identify the adopted routing protocol of the mesh network.

The neighbor information carried in Mesh Beacon, Mesh Probe Response, and Mesh Report messages are designed to be common to all routing protocols. All routing protocols also share a common frame header format defined as the Mesh Management Action frame. The MP Routing Report message encapsulated in the Mesh Management Action can carry specific topology information for a particular protocol.

The architecuture supports QoS, radio, and power efficiency aware dynamic routing. It can also seamlessly support both single and multiple radios using mesh logical link architecture.

Routing security is based on extended IEEE802.11i security mechanisms. Optional extensions allow efficiently secure multicast groups for wireless stations or for flooding to mesh neighbors.

9.1.1.1 The Need for Adopting Different Routing Algorithms

Depending on the main service the mesh nework provides, the mesh network may need to deploy a routing protocol to match its need. For example, quick access and fast topology change adjustment are critical for VoIP (voice of IP) service, while efficient multicast forwarding can be more important for a nework to distribute video images. Similarly, client station mobility can be critical to some deployments but unnecessary for the others.

In general, potential wireless mesh routing protocols can be categorized as follows.

· On-demand Routing: discovers and maintains routes only when they are needed.

· Pro: There is no need to maintain unused routes, hence it reduces the effects of stale routes and overhead due to topology changes (mobility, mesh point failures or powerdown, etc.).

· Con: Route discovery delay and large data buffer necessity

· Proactive Routing: each MP maintains routes to all reachable destinations at all times, whether or not there is current need to deliver data to those destinations.

· Pro: Shorter forwarding latency

Con: More control traffic and processing overhead to keep the routing information current. The overhead can be especially large if network topology changes frequently.

9.1.1.2 Characteristics of WLAN Mesh Routing

Compared to bridging/switching/forwarding on a wired network, WLAN mesh routing has the following characteristics:
· Forwarding a data frame out the same interface is normal

· Client stations mobility

· MPs mobility

· Radio links quality may vary from time to time

· Client stations, or even MPs, may need to detach to save power

The trade-offs on wireless routing protocols are fast detection of link change versus less control traffic and processing overhead

9.1.1.3 Characteristics of WLAN Mesh Multicasting Forwarding

Compared to multicast forwarding on a wired network, WLAN mesh multicast forwarding has the following differences:

· Wired multicast forwarding restricts flooding out to interface from which the data came in

· In a wired LAN, broadcast packets can reach all nodes via hardware. In WLAN mesh, it can be difficult to control the receipients of a broadcast or multicast frame.

· A MP may receive multiple copies of the same packet. Reduction of the duplicated transmissions is necessary.

· Reduce the number of relaying MP is important to reduce the total amount of the broadcast traffic.

The tradeoff on WLAN mesh forwarding is the extra data flooding versus letancy in case of retransmission.

9.1.2 Highlights of the Two Routing Protocols

Two WLAN mesh routing protocols are proposed in the attempt to maximize performance for different mesh networks:

Routing Protocol #1: Base on Link State routing algorithm (in pro-active category)with overhead reduction during topology changes

Routing Protocol #2: Follow the Ad-hoc On-demand Distance Vector (AODV) protocol with the addition of pro-active route establishment capability.

9.1.2.1 Routing Protocol #1 – Hybrid Link State

· Link state algorithm based on ad-hoc routing reduced flooding [MANET OSPF] and modified for MAC address based routing, Multicast OSPF [MOSPF] and OSPF resouce (traffic) engineering extension [OSPF TE].

· Support for efficient handling of wireless station changes via indirect forwarding

· Broadcast/Multicast support via modified link state algorithm: algorithms based on research in IP protocols (Link-State Path Vector) and Multicast OSPF

· Allow weighting of nodes or links based on QoS, Radio, Resource, and Power aware metrics

The highlighted features of this protocol are:

· Fast fail-over for fast routing convergence to aid voice service

· Efficient link state routing information flooding (flooding reduction based on multicast radio transmission)

Calculation of multicast forwarding topology (on-demand based)

9.1.2.2 Routing Protocol # 2 – Hybrid on Demand and proactive routing

· On-demand path calculation starts when data packet arrives

· Hybrid proactive route establishment

· AODV with extensions to pro-actively create routes attached to mesh portal, authentication server, or other frequently used destination.

· Allow weighting of nodes or links based on QoS, Radio, Resource, and Power aware metrics

The highlighted features of this protocol are:

· Simultaneously support on-demand and proactive routing

· On-demand establishes the route from one MP to another MP based on the well-studied IP-layer Ad-hoc On-demand Distance-Vector protocol [AODV] and modified for MAC address-based routing

Proactive routing can establish and maintain the route to mesh portal (optional) to reduce the effects of stale routes and overhead due to topology changes

9.1.3 Summary

A mesh routing architecture is proposed to allow the adoption of various routing algorithms that can use different path selection metrics. Routing IE is carried in Beacon, Probe Response, and Mesh Report messages. The required fields are:

· Sequence IE

· Routing Protocol IE, which carries routing protocol version, packet type and the type of metrics being carried

And the optional fields are:

· Neighbor’s information, hello timers and the link metrics.

· Wireless station associated with MP (unicast or multicast MACs)

· Forwarding capabilities

· Metrics for resource aware calculations

The architecture supports specific routing protocols through the following:

· MP Routing Report message (encapsulated in Mesh Action frame) can carry

· Protocol specific message on topology

· Default metrics, including resource-aware metric and topology metric

The proposal described two routing protocols, one is based on link state algorithm with WLAN mesh specific modification, the other is a hybrid protocol of on-demand and proactive protocols. Both of them calculate the forwarding paths based on MAC addresses and support both unicast and multicast forwarding. Although these two protocols should be able to satisfy most scenarios, the list of supported protocols can be extended to satisfy other WLAN mesh deployments.

9.2 Forwarding Table Generation

This section describes the mechanisms for setting up the forwarding table (FT) for mesh traffic forwarding. The FT entries can be created either statically or dynamically. 

9.2.1 Static and Dynamic FT Entries

The static method is optional. This can provide an alternative for updating the MAC address entry in the FT. Statically configured FT entries are considered permanent until they are manually removed, and must not be "aged" or overwritten by the dynamic entries.

Unless specifically identified, the rest of the discussion focuses on dynamically created FT entries.

9.2.2 Contents of FT

A unicast FT entry contains the following tuple:

{ Destination address, NextHop MPID, Outgoing MLID }

For multicast entries, the following tuple is used:

{ Destination group address, Incoming MLID, Outgoing MLIDs }

There must be at most one entry for a destination MAC address.  If a discovered MAC address differs from the previously discovered address, the new one takes precedence and the FT entry must be overwritten.

Forwarding can additionally consider more information, such as frame source address, the data type (QoS), or the frame priority. Those items can optionally be included in the FT.

9.2.3 STA Fowarding Information

If some of the MPs in the mesh networks provide access capability for STAs, that is, some MPs are also MAPs, the source and/or destionation of mesh traffic can be from and/or to STAs. In this case, the FTs of the MPs need to include the forwarding path information for the STAs. The mesh routing protocol can treat STAs similar to MPs but mark them as “non-forwarding”. Data forwarding for STAs are based on the STA’s MAC address. Each MAP propogates its associated STAs information periodically in routing messages. Any change of the STAs (association, de-association, handoff) should be treated as topology change and should be propogated immediately to optimize the reactivity.

The drawback of this mechanism is the association, de-association, and mobility of STAs result in potential frequent routing topology changes, which costs processing and traffic overhead. This is especially true in an environment that STA mobility is much higher than MP mobility.

There can be many ways to improve the drawback mentioned here. The following subsection suggests one way to alleviate the drawback.
9.2.4 Tunnel Data Fowarding

To separate mesh forwarding and the STA association maintenance, the “tunnel mode data forwarding” is proposed. In this mode, when a MAP receives a data frame initiated from its associated STA, it first figures out the “egress MP” for the frame, which is either the MAP of the destined STA associates with, or the Mesh Portal that the can reach the destination. The MAP then “tunnels” the frame by using the MData+Tunnel mesh data frames. In this frame format, two extra MAC addresses identifying the tunnel’s “ingress MP” and “egress MP” are included in the “Mesh Control Field”. The MAP puts its address as the “ingress MP”, fills in the “egress MP” address as described above, and forward the frame. The intermediate MPs only needs to forward according to the “egress MP”, not the ultimate destination of the frame, which may not be one of the MPs.

As an example shown below, for a frame travels from STA A to STA B, the “ingress MP” would be the MP1 that STA A associates with, and the “egress MP” would be the MP 4  the STA B associates with. The frame is forwarded in the mesh network between MP 1 and MP 4 according to the “egress MP” address in FT lookup until the frame reaches MP 4, which then forwards the frame to STA B.
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One advantage of using tunnel forwarding is to separate routing for MPs and the reachability to STAs. MP mobility, not STA mobility, results in routing topology change and FT update. STA mobility only causes the association table update, which is maintained separately. Also, only the ingress MP needs to look up the association information for the destination, all the intermediate MPs will forward the frame according to the Egress MP address. The main cost of tunnel forwarding is the carriage of the extra MAC addresses.

Tunnel forwarding helps STA mobility because it alleviates the impact of STA association inconsistence during transient period when STA moves. One example is shown in the following figure. When STA B sends a message to STA A while STA A happens to be changing its association from MP1 to MP2. MP4 may not have learned the change yet, so it still delivers the frame through a tunnel to MP1. MP1 then can help to deliver the frame to MP2. If tunnel forwarding is not adopted, the intermediate MPs may have inconsistent information on STA A association, so message looping or loss may happen more likely.
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The STA-MAP association can be learned from one, or a combination, of the following ways:

· Discovery via the proposed extended beacon frame format
· Advertisement in routing information similar to topology information update

· Conduct MAC Address Learning using the source address field of data frames

· Query a local or remote STA association database (ex., the AAA server that authenticates all STAs of the mesh network)

This section describes the method for setting up non-group MAC address forwarding table (FDB). The FDB could be created either statically or dynamically. The static method is optional, but providing the flexibility and alternative of updating the MAC address entry in the FDB.
9.3 Hello/Beacon Interaction

This section describes the mechanisms for processing the Neighbor Discovery Routing ie information carried in the Beacon, the Probe Response, theMesh Report, and the Mesh Action frame. This neighbour discovery discovery single hop (the neighbour) and multi-hop (the neighbor’s mesh point neighbour or wireless stations attached to this neighbour.)

This multi-hop approach enables a rapid start to localized forwarding before the routing protocol begins.

Research into extremely mobile nodes has indicated that a multi-hop neighbor discovery goes a long way into provide forwarding of frames, see [33], [34]
One thing to note, the Neighbor Discovery process can run on mesh frames of type 11 which supply additional header information to support multi-hop (hop count, sequence number, address 5 and address 6) or it can run with the routing ie functions sent in an existing mesh beacon, probe response, and mesh report, or an in a mesh action frame.

9.3.1 Neighbor Discovery- "hello neighbour" Processing

A mesh point may send a beacon, a probe response in response to a probe or a mesh report. These management frames contain information fields (IE) that are used to discovery neighbors a single hop away or multiple hops away. The neighbour discovery protocol creates a localized of the mesh network topology within 1 or 2 hops. This localized knowledge can be utilized to create forwarding entries.

For example, in the diagram below Mesh Point 2, sends information about itself (MP2) and its neighbor MP3 (MP3-NF). MP 1 can then process the information learned from the beacon into a neighbour table and a picture of it’s local topology. This information is processed into forwarding tables (section 8.2) and provides a kick start for any forwarding/routing in the mesh network.
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Figure 9‑1: Hello when MP3/station is part of the Mesh WLAN

This local knowledge of the mesh topology can include both mesh points and wireless stations as Figure
8-2 shows. Wirelless stations appear as reachable MAC addresses associated with a Mesh Point.
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Figure 9‑2: Beacon sending Information about Wireless Stations not in the Mesh

9.3.1.1 Fields Used in Beacon

The beacon carries the the information from table x-x in section 6.1. The table below indicates how the Neighbor Discovery protocol will utilize these fields.

In addition, the Neighbor Discovery protocol makes use of the neighbor addres fields (address 3 and address 4) within the frame header. 

	Information
	What used for in Neighbor Discovery

	Timestamp
	The timestamp will be used in Neighbor Discovery processing of duplicates 

	Beacon interval
	The beacon interval is the default “hello” timer interval. If a hello timer ie is set, the hello timer values will take precedence over the beacon interval.

	Capability information
	The capability information may be used in setting up extended forwarding based. 

	Mesh Capability info.
	The Mesh Capability (MP or MAP) or MCF information may be used in setting up extended forwarding. 

	Mesh IE indicator
	One byte bitmap for fast processing to identify if there are additional IEs

	Mesh ID
	A hello message is specific to a particular neighbor and Mesh. 

	Supported rate
	May be used as a constraint for the creation of forwarding tables. 

	radio parameter set
	May be used as a constraint for the creation of forwarding tables. 

	RSN Info element
	The RSN ie is used to pass the hints need to obtain the pair-wise keys (PMK, PTK), the Global Keys (GTK), and the neighbor keys (NTK).

	QoS Capability
	May be used as the QoS constraint for the creation of forwarding tables.

	Resource management

(optional) 
	May be used as the Resource constraint for the creation of forwarding tables. 

	Environment

(optional)
	May be used as Environmental constraint for the creation of forwarding tables

	Routing

(required) 
	The Neighbor Discovery process requires this field.

	Authentication

(optional)
	The Neighbor Discovery will not process a Beacon’s information if the authentication field is present and the management frame does not pass the authentication check 

	mRSN
	The multicast security field contains information for a per Group MAC address specific cipher used in the mesh. The Neighbor Discovery protocol will pass this information to the security process that will obtain the encryption keys for this mesh point. 

	Power saving parameter
	The Power saving parameter provides informaton about this node’s power saving status, or needs.

A neighbor needing power saving may disapper for a time period that is long than the 


9.3.1.2 Fields Used in Probe Response, Mesh Report, and Mesh Association

The Probe Response carries the the information from table x-x in section 6.1. The table below indicates how the Neighbor Discovery protocol will utilize these fields.

In addition, the Neighbor Discovery protocol makes use of the address fields. These fields include:

· Transmit address: address 1 and Address 2

· Goblal addreses: Address 3 and Address 4

· Tunnel addresses: Address 5 and Address 6

	Information
	What used for in Neighbor Discovery

	Capability information
	The capability information may be used in setting up extended forwarding based. 

	Mesh Capability info.
	The Mesh Capability (MP or MAP) or MCF information 

Authentication

(optional)

The Neighbor Discovery will not process a Beacon’s information if the authentication field is present and the management frame does not pass the authentication check 

mRSN
The multicast security field contains information for a per Group MAC address specific cipher used in the mesh. The Neighbor Discovery protocol will pass this information to the security process that will obtain the encryption keys for this mesh point. 

Power saving parameter
The Power saving parameter provides informaton about this node’s power saving status, or needs.

A mesh point with low savings may be suggested to go-offline for a a while if the rest of the mesh can forward traffic without it.

may be used in setting up extended forwarding. 

	Mesh IE indicator
	One byte bitmap for fast processing to identify if there are additional IEs

	Mesh ID
	A hello message is specific to a particular neighbor and Mesh. 

	Supported rate
	May be used as a constraint for the creation of forwarding tables. 

	Radio parameter set
	May be used as a constraint for the creation of forwarding tables. 

	RSN Info element
	The RSN ie is used to pass the hints need to obtain the pair-wise keys (PMK, PTK), the Global Keys (GTK), and the neighbor keys (NTK).

	QoS Capability
	May be used as the QoS constraint for the creation of forwarding tables.


	Resource management

(optional) 
	May be used as the Resource constraint for the creation of forwarding tables.

	Environment

(optional)
	May be used as Environmental constraint for the creation of forwarding tables

	Routing

(required for Neighbor Discovery protocol) 
	The Neighbor Discovery process requires this field.


Hello Processing Inbound

The hello processing for a routing ie information received in a beacon, probe response, mesh report, mesh association request:

1. Process the beacon headers and sanity check the routing information. If any thing is illegal, drop the frame.

2. (pre-association only) Check for the authentication field in the Beacon. If it exists, authenticate the frame.

3. (post association o nly) If encrypted, decrypt the frame.

4. Upon receiving a good frame, reset the router dead link timer. Process hello information for direct neighbor (up/down and metrics). Flag information with security level (none, authenticated or encrypted.)

5. If security association needs to be established or changed, go through the security association process. If security association fails, drop the mesh link that this hello came in on. If the secure association is valid, set the mesh peer adjacency to flag to security.

Start the topology update process to process neighbor and neighbor’s neighbor. Upon completion of this process, the forwarding tables for frames will be updated.

9.3.1.3 Hello Processing – Originating the Information (Outbound)

The hello processing for a beacon received with the routing ie set is the following:

1. Upon initializing, discover what links are valid

2. Determine the security parameters for each link & configured neighbors.

a. MD authentication

b. AS Priority

c. RSN ie information

d. Pre-Shared Key

e. Pre-configured Multicast MAC address for pre-Multicast MAC key

f. Neighbor local Multicast key requiest

3.  Sending the first hello with the beacon information out all links.

a. Set sequence number for hello information (increment each time the routing information is changed).

b. Attempt to minimize the number of hello message sent by utilizing a multicast transmission if possible based on security

c. If MD5 authentication is used, calculate message digest and put in authentication field.

d. If encryption is used, encrypt the packet prior to sending it the appropriate key. (Pair-wise key, Neighbor key, Group key, or Multicast MAC specific key)

4. Set hello interval time

a. Set hello interval timer per link. At the termination of this timer, send another hello message.

5. Set router dead interval timer

a. Set router dead interval based on all links. If this timer expires, logically take this link down from the neighbor forwarding logic.

i. If the node has received data from a Wireless station attempting to go out and this is the only link, continue to try to establish.

ii. If the node has received no data, engage in the “hello” back-off process.

b. (pre-association only) Calculate the message digest and send it

If a hello is returned, following hello inbound process.

9.3.1.4 Hello Processing- Precedence of Multiple Streams

The routing ie information may be received on the beacon, the mesh probe response, the Mesh Report Frame, the Mesh Association frame, or the Mesh Action frame with a Routing category.

9.3.1.4.1 Precedence of Information between different Beacons

The routing ie has a sequence number within the packet to determine the order of routing information set. If no new routing information exists, a beacon may be sent without a new routing ie. The routing ie only needs to be sent each routing “hello” interval, but does not need to be changed. The ordering of processing for beacons is as follows:

· Order the beacon in time sense (based on time stamp).

· If the beacon has the same routing ie sequence number as a previously processed routing ie, reset hello interval and router dead timers.

· If the the beacon has a new routing ie sequenced number, process fields order.

9.3.1.4.2 Precedence of Information between Beacons and Other streams

· Order the packets based on routing ie sequence number.

· If multiple packest within the same routing ie sequence number

· Order the beacons in ascending time order

· Order the rest by frame types and receive

· Process most recent beacon (if there), or one of the frame types.

· Reset hello timer based on most recent frame (beacon or frame type>)

· Process information within the beacon

9.3.1.4.3 Implications of precedence

On reception, the neighbor discovery information in packets only needs to be handled if it is fresher (routing ie a sequence number that is later than existing information.

On transmission, the beacon needs to be updated with new routing ie information if something changes. For example, if a wireless station is detected and the mesh point is configured to pass this information in the neighbor discovery – then the MAC addresses are placed in the hello information
9.3.2 Routing IE

The routing IE fields are:

	Field
	Description of Field

	Sequence number

(required)
	Sequence number of the routing ie function. This sequence number allows backward compatibility for mesh frame that do not have the Mesh Frame (type 11) Mesh Control word.

	Routing protocol ie

(required)
	The routing protocol IE contains the routing protocol, routing protocol version, routing packet type, and the routing metric for this link to the neighbor.

Note: The routing metric is the default routing metric and does not preclude the node from sending any other metrics in additional fields.

	Routing capability ie

(optional)
	The routing capability is a bit mask of the additional information fields in the rest of the routing packet.

	Forwarding ie

(optional)
	The flags indicating what type of forwarding this mesh point will do: Unicast, Multicast, and power aware. 

	Neighbor ie

(optional)
	This field contains information about the mesh point neighbors of the mesh point.

The information carried is the length of the field, the total count of neighbor, and a sequence of neighbor information.

Each piece of neighbor information has: the Neighbor MPID, the last sequence number of the hello sent, the default routing metric, and the local link (identified by MLID) attached to this neighbor. 

	Resource Engineering ie

(optional)
	This field gives a resource aware metrics for this link.

	Hello timer ie

(optional)
	The hello timer information field contains information about the time each hello will be sent (hello interval) and the time at which a neighbor will consider the neighbor to be dead (the router dead interval)

	Unicast MAC ie

(optional)
	This field contains a list of Unicast MAC addresses associated with the mesh point.

The stations are not a part of the Mesh Point, but reachable via the mesh point. 

	Multicast MAC ie

(optional)
	This field contains a list of Multicast MAC addresses associated with the mesh point .


9.3.2.1 Routing Protocol IE

	Information
	Length
	Note 

	Control protocol 
	4 bits
	The routing control protocol. This proposal uses two value:

0000 – link state, 0001 – for on-demand.

Values 2-5 are for expansion to other 

	Version 
	4 bits
	Revision of the protocol

	Routing Packet type
	1 byte
	The type of routing packet.

All protocols share the “hello” packet – packet 0000 as a common packet.

Values 1-15 – are determined by the protocol. Please refer to the sections on routing protocols.

	Routing metric field
	3 bytes
	Routing metric that the mesh nodes uses over the routing link. The field is three bytes long:

Metrics type flag , Resource aware metric, and topology aware metric. 


The routing metric field field has the following format.

	Information
	Length
	Note 

	Metrics type
	1 byte
	Metrics type flag.

This metric field indicates the precedence between the resource aware and the topology aware metric. These two metricds are combined to provide the default metrics. The metric that is on the top is the highest priority.

The values defined are:

0000 – resource aware metric (top), topology (bottom)

0001 – resource aware metric (bottom), topology (top)

 

	Resource Aware metric
	1 byte
	Metric to indicate resource aware value for this link

This does not indicate any specific resource but is a summation of all resources

	Topology aware metric
	1 bytge
	Metric to indicate topology aware metric on this link




9.3.2.2 Routing Capability IE

	Information
	Length
	Note 

	Capablities 
	2 bytes
	The capability values for byte 1 are:

 XXMU HRNF

F – forwarding IE exists in this frame

N – Neighbor ie exists in this frame

R - Resource aware metrics field exists in this frame

H – Hello timers exists in this frame

U – Unicast MAC ie field exists in this frame

M – Multicast MAC ie field exists in this frame

X - is reserved at this point and zero

Byte 2 is zero at this point 


9.3.2.3 Forwaridng IE

	Information
	Length
	Note 

	Forwarding flags
	1 byte
	The forwarding flags sare a combination of forwarding bits that indicate what type of forwarding this mesh point supports.

 0000 0MFP

P – Power saving forwarding is supported.

F – Unicast forwarding is supported

M – Multicast forwarding is supported

During Power saving mode, the node may turn off to save power and return later. 


9.3.2.4 Neighbor IE

The neighbor fields contains the following information

	Information
	Length
	Note 

	Mesh neighbor ID
	6 bytes
	MPID of the neighbor 

	Last Sequence # of hello information 
	2 bytes 
	Last sequence number of the routing ie that t sent by this neighbor (of the mesh neighbor). This field provides a “freshness” date 

	Routing metric field
	3 bytes
	Routing metric field from the Neighbor’s hello.

	MLID of the link that this neighbor is connected across
	6 bytes
	MLID of the link of the Beacon transmitter that this neighbor is connected across. 


	Information
	Length
	Note 

	Total length
	2 bytes
	Total length of the Nieghbor ie field. 

	Count of Neighbors 
	1 byte
	Count of neighbors 

	Nieghbor fields
	16 bytes
	Sequence of neighbor fields containing the Neighbor information. 


An example will help clarify the Neighbor fields. In figure 8-2 MP2 has a neighbor MP-3 and MP-1.

From MP-2 view point, the link it shares with MP-1 has MLID of 00-00-00-00-00-01. The link MP-2 shares with MP-3 has a MLID of 00-00-00-00-00-02.

 MP-2 first brings up a Mesh-point Link (ML) with MP-1, it will send a Beacon with a hello indicating that it has MP-1 as a neighbor. After hearing the Beacon from MP-3, it will send to both MP-1 and MP-3 a Beacon with a Neighbor id containing: MP-1 and MP-3.

The neighbor fields in the first beacon sent by MP-2 prior to hearing MP-3 will be:

· Neighbor MP-1, routing metric, MLID (00-00-00-00-00-01)

· The neighbor fields sent in a beacon after it hears from MP-3 will be:

· Neighbor MP-1, routing metrics, MLID (00-00-00-00-00-01)

· Neighbor MP-3, routing metrics, MLID (00-00-00-00-00-02)
9.3.2.5 Resource Aware IE

	Information
	Length
	Note 

	Count of Resource aware metric filds
	1 byte
	Total count of resources aware metrics.

The total length of the resource aware ie = 1 + count*8

	Resource Aware field 
	8 bytes
	Resource aware metrics 


Resource aware field contains the following fields

	Information
	Length
	Note 

	Constraint map
	4 bytes
	The constaint map contains either a bit map or a value for the constraints.

The high bit of the 4th byte contains a flag that indicates whether the value. If this bit is 1, the constraint value contains a bit map, the metrics are shared between all resource aware constraints. If this bit value is 0, the constraint is a particular value identifying the constraint.

	Node weight
	2 bytes
	The weight of the node for constraint calculations 

	Link weight
	2 bytes
	The weight of hte link for constraint calculations.


9.3.2.6 Hello Timer IE

The hello timer indicates the time period for hello information that will be sent in the Beacon message. The neighbor discovery protocol will set mesh link (ML) and mesh link down based on these timers.

	Information
	Length
	Note 

	Hello interval 
	4 bytes
	Interval that hello is sent at. (milliseconds)

	Router Dead interval 
	4 bytes
	Router Dead interval. This is the time period at which the neighbor discovery and router functions dead if no beacon with hello information has been heard on a remote link.


9.3.2.7 Unicast MAC Address

The Unicast MAC addresses pass the MAC address that this mesh point will route to. These station addresses are not mesh points in the wireless mesh.

	Information
	Length
	Note 

	Count of Unicast MACs
	1 byte
	Count of Unicast MAC station addresses that follow

	Unicast MAC address 
	6 byte
	Unicast MAC address


9.3.2.8 Multicast MAC Address

The Multicsat MAC addresses pass the MAC address that this mesh point will route to. These station addresses are not mesh points in the wireless mesh.

	Information
	Length
	Note 

	Count of Multicast MAC fields 
	1 byte
	Count of Unicast MAC station addresses that follow

	Multicast MAC field
	7 bytes
	Multicast MAC (6 bytes), followed by 1 byte of flags.


The Multicast MAC field contains the following bytes

	Information
	Length
	Note 

	Mutlicast MAC address
	6 bytes
	Multicast MAC address

	Flag for Multicast MAC
	1 byte
	Flags: PSXX XXXD

The flags are:

P – Multicast MAC is requesting a per MAC encryption key, but the key is not valid at this point.

S – Multicast MAC has requested and received a MAC encryption key.

D – MAC is being deleted from this node. Note that a “zero” in this field indicates that the MAC is being added.)

X – is a reserved field.


The Multicast MAC field contains the following bytes

	Information
	Length
	Note 

	Mutlicast MAC address
	6 bytes
	Multicast MAC address

	Flag for Multicast MAC
	1 byte
	Flags: PSXX XXXD

The flags are:

P – Multicast MAC is requesting a per MAC encryption key, but the key is not valid at this point.

S – Multicast MAC has requested and received a MAC encryption key.

D – MAC is being deleted from this node. Note that a “zero” in this field indicates that the MAC is being added.)

X – is a reserved field.


9.3.3 Authentication Fields in the Routing Header

	Information
	Description of Field

	Length 
	Length in bytes 

	Authentication value
	Message digest calculated by the HMAC MD5 over the body and header of the frame.


9.3.4 Ack Implication with Neighbor IE Field

The passing of the field for hello sequence id in the neighbor ie field can provide additional information about the current state of the topology. If a mesh point receives a neighbor ie in a hello routing ie section of a beacon or probe response or mesh report with:

· Neighbor Mesh Point ID – as the local node mesh point ID and

· A hello sequence number that is less than the current Hello sequence number.

Then the remote mesh node has not processed a previous hello. Additional SME logic may be able to reduce processing on some hellos if the remote mesh point is out of date with this mesh pont.

In addition, the sequence number does form an “ack” of the current sequence numbers sent.
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Figure 9‑3: MPs exchangig “Hellos” and ACK.
9.4 Hybrid Link State Routing Protocol

Unicast link state protocols have four portions: determine neighbor up/down, exchange network topology informatin, and calculate the pathways. If network topology changes, the link state protocol exchange information up on topology updates. 

Multicast overlays [PIM-SM, PIM-DM, PIM-SSM] to link state protocols then send information hop-by-hop to establish multicast forwarding state. Alternatively, Multicat enabled link state (MOSPF) exchanges information about multicast reachabilty to each node. 

Link state protocols can update and a consistent convergence time under any set of topologies. This quick response to changes allows VOIP to be processed. The established pathways mean that bursty sources do not wait (like in AODV) while the network establishes state. Basic link state does not calculate multiacast pathways. 

Hybrid Link State provides extensions to a basic link state algorithm to:

· Leverage neighbor discovery protocol [section 8.3]

· reduce the repeat transmission in flooding [OSPF MANET], 

· calculate Multicast pathways [MOSPF], and 

· Streamline the initial update process.

The whole focus of Hybrid link state is to minimize bytes exchange over the wire and to leverage the existing neighbor discovery protocol.

9.4.1 Link State Packets

Hybrid Link state messages are carried in 802.11 Mesh Action frames with a category of routing. The routing action frames carry a routing report. The routing report detail has the following bytes for Hybrid link state. 
Contents inside the Routing IE for each MGT control frames contain a common header 

	Information
	Length
	Note 

	Control protocol 
	4 bits
	The routing control protocol. This proposal uses two value:

0000 – link state, 0001 – for on-demand. 
Values 2-5 are for expansion to other 

	Version 
	4 bits
	Revision of the protocol

	Routing Packet type
	1 byte
	The type of routing packet. The routing packets required for link state are:

1 – DB update

2 – Link state updates

	Sequence number
	2 bytes
	Seq number


9.4.1.1 Link State Database Request Details

The Data Base Request packet

	Information
	Length
	Note 

	Control protocol 
	4 bits
	The routing control protocol. This proposal uses two value:

0000 – link state, 0001 – for on-demand. 

Values 2-5 are for expansion to other 

	Version 
	4 bits
	Revision of the protocol

	Routing Packet type
	1 byte
	The type of routing packet. The routing packets required for link state are:

1 – DB update

2 – Link state updates

	Sequence number
	2 bytes
	Seq number of packet (for backward compatibility) 

	Response/request flag
	1 byte
	Request/Response flags (XXXF SPTR)

Where:

R – where a value of (1) = Request, 0 = Reply

T – where 1 = Transmit, 0 – Response

P – Partial Sequence number response

S – Sequence Number list follows
F – Reduced flooding will be used in databased updates

	Last DB Request sequence number
	2 bytes
	Sequence number of last DB request

	Sequence number of this request 
	2 bytes
	Sequence number of this DB request

	Database 
(optional)
	2 bytes
	Topology Database
If not present, the topology database is defined to be default (0) with routing metric type of (resource (high), topology (low)). 

	Requestor (MPID of requestor)
	6 bytes
	Requesting MPID. 
If not specified, it is the mesh point sending this DB. 

	Sequence number ie
	Variable
	Field describing sequence numbers. This field includes: starting sequence number, ending sequence number, count of lifetime ie that follow. 

	Lifetime ie
	Variable
	Lifetime (aging values) for a list of LSAs
Life time ie contains: life time value (for aging out of LSAs), a count of LSA sequence numbers, a list of LSA sequence numbers.


Where the sequence number ie field contains

	Information
	Length
	Note 

	Starting LSA sequence number
	4 bytes
	Initial sequence number in data base sequence number

	Ending LSA sequence number
	4 bytes
	Final sequence number in database sequence number

	Count of lifetime ie
	1 byte
	Count of life time ie fields 


Where each life-time number ie field contains

	Information
	Length
	Note 

	Lifetime metric
	4 bytes
	Life time metric (for aging out of LSAs)

	Count of LSA sequence numbers
	2 bytes
	Count of LSA sequence numbers following

	List of Sequence numbers
	4 * count
	List of sequence numbers with this aging value. 


9.4.1.2 Link State Announcement Packet Detail

The minimal link state announcements for the default topology contain 

· Packet header (2 bytes) 

· Sequence number of packet (2 bytes) 

· DB update information (4 bytes)

· Sequence of LSAs 

· Each LSA contains (14 bytes/mesh point + 10 bytes/neighbor link)

This byte count contains sequence number & lifetimes of 4 bytes. A typical full database for all 32 nodes with 2 neighbors per mesh point can be sent in 1096 bytes. Changes to any mesh point connectivity may only take 42 bytes (with 2 neighbors in the final announcement). Full data base knowledge can be initialized to a node upon initialization. After that point, the changes updates (42 bytes) are minimal.

Resource aware calculations or added functionality (Unicast or Multicast MAC reachability) will increase the Database footprint in Mesh Points the additional functions. 
Contents inside the Routing IE for each MGT control frames contain a common header

	Information
	Length
	Note 

	Control protocol 
	4 bits
	The routing control protocol. This proposal uses two value:

0000 – link state, 0001 – for on-demand. 

Values 2-5 are for expansion to other 

	Version 
	4 bits
	Revision of the protocol

	Routing Packet type
	1 byte
	The type of routing packet. The routing packets required for link state are:

1 – DB update

2 – Link state updates

	Sequence number
	2 bytes
	Seq number of packet (for backward compatibility) 

	Database 
(optional)
	2 bytes
	Topology Database

If not present, the topology database is defined to be default (0) with routing metric type of 0000 (resource high, topology low). 

	Routing capaiblity 
(optional)
	3 bytes
	Routing capabilities supported by this DB

	DB update
	4 bytes
	Database update information: Last DB request sequence number, and number of LSA

	LSA ie 
	Variable
	LSA information


Contents inside the LSA ie field are: 

	Information
	Length
	Note 

	Originating MP
	6 bytes
	MPID of the originating MP

	LSA sequence number
	4 bytes
	Sequence number of this LSA 

	Lifetime 
	4 bytes
	Lifetime for this LSA 

	Neighbor link ie
	10 bytes
	Connected neighbor information (neighbor, link conected across, routing metric) 

	Neighbor’s Neighbor ie
	Variable
	Information about Neighbor’s Neighbor learned from network discovery protocol

 

	Unicast MAC
	Variable
	Unicast MAC reachable directly this Mesh Point (Wireless stations).

The Unicast MAC field is the same as defined for the neighbor discovery protocol. Refer to section 8.3 for the details.

	Multicast MAC
	Variable
	Mutlicast MAC reachable from fhis Mesh Point (wireless Stations)

The Multicast MAC reachable field is the same as defined in the neighbor discvoery protocol. Refer to section 8.3 for the details. 

	Forwarding ie
	2 bytes
	Forwarding flags for neighbor. 

This forwarding ie field is the same as defined in the neighbor Discovery protocol. Refer to section 8.3 for the details

	Routing capablity ie

(optional)
	3 bytes
	Routing capabilities supported by this DB

This routing capablity field is the same as described by the neighbor discovery protocol. Refer to section 8.3 for the details. Note: a flag in the 8.3 is the “reduced flooding” ie flag to detect the reduced flooding algorithm.

	QoS ie
	Variable
	QoS metrics for this mesh point neighbor

This QoS metrics field is the same as defined by the neighbor discovery protocol. Refer to section 8.3 for the details

	Resource ie
	
	Resource aware metric for this mesh point neighbor.

This Resource aware metric field is the same as defined by the neighbor discovery protocol. 

	Power ie
	
	Power aware metrics for this mesh point neighbor.

The power aware metric field is the same as defined by the neighbor discovery protocol.

	ACK ie 
	Variable
	List of LSAs ACK by this mesh point.

 

	Hello ie
	2 bytes
	Last Hello sequence number sent by this mesh point on neighbor discovery protocol

	Reduced flooding ie
	1 byte
	Reducted flooding used. (If zero, not used from this neighbor).


Where the neighbor link ie field contains:

	Information
	Length
	Note 

	Mesh Point Neighbor
	6 bytes
	MLID of Mesh Point Neighbor (of originating Mesh Point)

	Mesh Link 
	6 bytes
	Mesh Link ID for Link Mesh Point neighbor connected across

	Routing metric
	3 bytes
	Routing metric field for link used by neighbor discovery. This field contains a type field, resource-aware metric, topology aware metric. The type field defines how the pathway calculation uses the resource-aware metric and topology aware metric.


Where the Neighbor’s neighbor ie field contains:

	Information
	Length
	Note 

	Length of neighbor’s neighbor ie
	2 bytes
	Total length of the neighbor’s neighbor ie field. This length allows mesh points that do not support this ie to quickly skip the field without parsing interior bytes. 

	Count of neighbors
	1 byte
	Count of Neighbor’s of this neighbor

	Neighbor’s Neighbor ie
	Variable
	Neighbor informatoin learned from Neighbor discovery protocol .


Where neighbor’s neighbor ie contains: 

	Information
	Length
	Note 

	Neighbor link ie 
	10 bytes
	Neighbor link information as defined in link above

	Unicast MAC 
	Variable
	Unicast MAC stations reachable via this mesh point (neighbor’s neighbor) learned from neighbor-discovery 

	Multicast
	Variable
	Mutlicast MAC stations reachable via this mesh point (neighbor’s neighbor) learned from neighbor discovery

	Forwarding ie
	2 bytes
	Forwarding characteristics of the remote neighbor learned in the neighbor discovery protocol

	QoS ie
	
	QoS metric information learned from the neighbor discovery protocol. 

	Resource ie
	
	Resource aware metric learned from the neighbor discovery protocol 

	QoS ie
	
	QoS metrics associated with this neighbor learned from the neighbor disccovery protocol. 

	Hello ie
	2 bytes
	Last hello sequence # sent from this neighbor 


Where the ACK ie field contains:

	Information
	Length
	Note 

	Length of Ack field
	1 byte
	Length of ACK field

	Starting ACK Sequence number 
	4 bytes
	Lowest sequence number of Range of ACKs received

	Ending ACK Sequence number
	4 bytes
	High sequence number of Range ACKs received

	List of ACKs 
	Variable
	Sequence numbers (4 bytes per sequence number) for Acknowledgements for LSAs


9.4.2 Flooding Link State Announcement

This section describes the initial Link state database update procedure and the mechanisms for flooding a database. When a mesh point link is determined to be up (via neighbor discovery), the mesh point starts an initial database update from its neighbor. 
Because wireless mesh nodes may come and go, this initial update procedure has been adjust to allow mesh points to not just blindly send all data, but to query for the specific pieces of topology data needed to be updated upon a re-establishment. As part of the “hybrid” tuning of a link state, the database update procedure has been tuned to allow for minimal exchange of data upon restart of re-establishment of links. This hybrid tuning takes the best from the database update procedure from ISIS/OSPF and tunes the database update procedure to minimize bytes transmited across wireless links.

After the initial database is updated from its mesh peer, the mesh peer participates in flooding changes to all nodes. Again, this hybrid proposes reduced flooding mechanisms that will reduce the number of times a particular LSA is transmitted over a set of wires. Again, this hybrid takes the best from advances in link state algorithms:

· flooding reductions based on Minimally Connected Dominate sets (MCDS)) being utilized by OSPF with MANET changes, and

· Compression of repeat information in reachability (MAC addresses) based on network component algorithms.
9.4.2.1 Initial DataBase Exchange

The following three diagrams indicate exchange messages that occur to bring MP2 and MP3 up. It is assumed that both MP2 and MP3 have additional mesh points attached to them.

The sequence of logic is decribed here, but indicated in the diagrams below. The first section of the diagram indicates how the MD5 keys can protect the extended mesh beacon containing the neighbor discovery protocol. After the neighbor has been discovery, additional information may be passed in the Probe Response or the Mesh Report.

In the description below a-g are described sequentially for ease of the reader. In reality, the requests (A-b, e-f, and c-d, g-h make take place in parallel). 

The update of the database starts with the sequence a,b,c,d and in the digram.

a) MP 3 request the DB from MP2

i. Topology database is default (not passed)

ii. Requestor is MP3 (implied from packet)

iii. Request # is 1

iv. Flags are:

i. S = 0 - Sequence number ie not included in packet

ii. R = 1 - Request for information on this node

iii. P = 0 - not partial request

iv. T = 0 - do not transmit

b) MP 2 responds to this database request with a list of LSAs

i. Topology database (default) not passed

ii. Requestor MPe (implied from packet)

iii. Request is #1

iv. Flags are: 

i. S – 1 Sequence # ie included in packet

ii. R – 0 – Response to request of DB

iii. P – 0 – Not a partial rquest

iv. T = 0 – Echo of the transmit flag

v. Sequence number ie

i. Start LSA Sequence #1 – start of LSA sequence number

ii. End LSA Sequence # - end of sequence number

iii. Lifecnt = 1

vi. Lifetime ie

i. Time = 100 counts

ii. Cnt: 3

iii. LSA 1,2,3

c) MP2 requests topology database information from MP3 

i. Topology id = 0 (default – so not sent in packet)

ii. Requestor = MP2 (implied from packet header)

iii. Last Request = 0 
– no earlier requests

iv. Request = 1 
 - first request

v. Flags

i. S = 0 – Sequence Number (SN) ie not included

ii. R = 1 – Response to Request of DB request

iii. P = 0 - Not a partial request

iv. T = 0 - Do not transmit, just exchange sequence numbers

d) MP 3 responds to the DB request with a list of LSAS

i. Topology id = 0 (default – not sent in packet)

ii. Requestor: MPID 2

iii. Last request: 0 
- no earlier request

iv. Request = 1
- first request

v. Flags:

i. S = 1 – Sequence number ie included

ii. R = 0 – Reply

iii. P = 0 – Not partial request

iv. T = 0 – Transmit flag echo

vi. SN ie

i. Start LSA sequence # 1 – start of LSA Sequence

ii. End LSA sequence # 1 – end of LSA sequence number

iii. Life time – count of lifetime blocks

iv. Life-time IE

1. Time: 100 counts

2. Cnt 3

3. LSAs: 1

e) MP3 has gotten all the DB sequence numbers form MP2, it now request the database it needs from MP2

i. Topology id = 0 (default – not sent in packet)

ii. Requestor: MP3 (not sent in packet, implied)

iii. Last Request: 1 
– earlier request to query database

iv. Request: 2
- current request number

v. Flags

i. S = 1 – Sequence number ie included

ii. R = 1 – Request

iii. T = 1 – Transmit

vi. SN IE

i. Start LSA sequence # 1

ii. End LSA sequence #3

f) MP2 responds to the DB request with LSA announcement with LSAs 1-3 
g) MP2 – now requests the DB form MP3 (in parallel) 

i. Topology id (default – not passed)

ii. Requestor: MP2 (implied in message)

iii. Last request: 1

iv. Current request: 2

v. Flags:

i. S = 1 – SN ie attached

ii. R = 1 – Request

iii. T = 1 – Transmit

Diagram 4 gives a second example of database update that has the following steps:

· MP2, MP3, MP4 come upon MP1 

· MP1 sends DB request to MP2

· Flags: T(0),R(1),P(0)

· Receives response (in green) that MP2 originates LSAs 1-4, 6 

· MP1 Sends DB request (0) to MP3

· Flags: T(0), R(1), P(0)

· Receives response (in green) that MP3 originates LSA 4

· MP1 sends dB request (0) to MP4 

· Flags: T(0), R(1), P(0)

· Receives response in green that MP4 has 1 LSA #7 

· MP1

· Requests LSA 1-3, 5 originated from MP3,

· Requests LSA 4,6 from MP2

· Request LSA 7 from MP4 

· MP2: sends 1-3,5

· MP3: sends 4-6

· MP4: sends LSA 7

· Topology message sent out from MP1 to MP2, MP3, MP4

· Acks LSA 1-7

· Originates with LSAs 8-10

· MP2, MP3, MP4 send topology message

· Ack 8-10 LSA 

One last note, if during this time period, any MP does not receive the LSA it requests. It will re-request the LSAs, and the remote site will retransmit. Optionally, on the sending side the MP can resend an LSA if does not receive an acknowledgement. 

9.4.2.2 Flooding LSA

The hybrid functions allow optional reduction from simple flooding. The use of this alternate flooding mechanism is signaled:

· In the Neighbor discovery packet in the Routing capabilities or in Reduced flooding flags,

· In the DB update request/response packet in the flags field, and

· In the LSA passed regarding a neighbor. 

If all neighbors of a MP signal reduced flooding, then the reduced flooding algorithms are used. Initial exchanges will default to simple flooding. 

9.4.2.2.1 Security issues

The basic link state flooding while the management frames are encrypted. This encryption may be via the local multicast encryption (NTK) or the global Multicast encryption (GTK).

9.4.2.2.2 When does flooding occur
The Database flooding may occur after the following things: 

· Neighbor discovery protocol indicates a change in the neighbor information,

· Initial discovery of a mesh peer causes an initial database update form neighbor,

The initial DB requests come first from the MP with the lowest MPID. The node with the higher MPID sends first. However, the specific send and receive information can 

If additional topology databases for QoS or Resource aware, or Power aware nodes are configured to be created, these nodes may use a different topology database. This topology database can be identified by a Topology id. 

For example, if the power saving function wanted to calculate a topology database and associated functions for all mesh points with over 80% power, then this alternate database could keep track of that database. If the mesh point radios scheduled a power reduction cycle, the forwarding database could be used for power low cycles. 

9.4.2.2.3 Simple Flooding of SLA

Simple flooding 
· Flood Link State topology packets out the interface not received 

· Increment Sequence number each time new packet occurs

· Send Acks back to node received Topology with Range & list format when ranges won’t due. 

· If aging flag set on link-state, set timer on all routes created from the simple flooding. 
The simple flooding algorithms retransmit packets based on ACK field from neighbor. These retransmissions can be scheduled based on a retransmission timer. Normally the transmission of ACK fields should occur at 1/3 * the retramssion timer. 

The diagram below indicates simple flooding
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Figure 9‑4: Example of Simple Flooding and Sending of LSA

9.4.2.2.4 Reduced Flooding of LSA

Reduction in flooding of LSAs can occur by:

· 1st - Flooding all nodes during initial updates

· 2nd – Detect that reduced flooding is available through-out the network

· Each node then calculates

· Identify nodes Minimally Connected Dominate Sets (MCDS) nodes

· If not a node with MDCS, delay sending flooding by delay-MCDS timer and send ACK of received data 

· If data not sent by delay, flood data to other nodes

9.4.2.2.5 Reduced Flooding of LSA Information

Additional reductions of data can be accomplished by compressing updates. An example of compression of update information is the compression of reachable MAC addresses – Unicast or Multicast. If this reduction is used, the following additional IEs can be supported in the Neighbor Discovery and LSA packet.

9.4.2.2.5.1 Network Component UniCast MAC

The Unicast MAC addresses pass the MAC address that this mesh point will route to. These station addresses are not mesh points in the wireless mesh

	Information
	Length
	Note 

	Component ID
	2 bytes
	Component ID indicating group of Unicast MACs 

(group of MACs, version) 

	Count of Unicast MACs
	1 byte
	Count of Unicast MAC station addresses that follow

	Unicast MAC address 
	6 byte
	Unicast MAC address


9.4.2.2.5.2 Network Component Multicast MAC

The Multicsat MAC addresses pass the MAC address that this mesh point will route to. These station addresses are not mesh points in the wireless mesh. 

	Information
	Length
	Note 

	Component ID
	2 bytes
	Component ID indicating Group of Multicast MACs 

(group, version) 

	Count of Multicast MAC fields 
	1 byte
	Count of Unicast MAC station addresses that follow

	Multicast MAC field
	7 bytes
	Multicast MAC (6 bytes), followed by 1 byte of flags.


The Multicast MAC field contains the following bytes
	Information
	Length
	Note 

	Mutlicast MAC address
	6 bytes
	Multicast MAC address

	Flag for Multicast MAC
	1 byte
	Flags: PSXX XXXD

The flags are:

P – Multicast MAC is requesting a per MAC encryption key, but the key is not valid at this point.

S – Multicast MAC has requested and received a MAC encryption key.

D – MAC is being deleted from this node. Note that a “zero” in this field indicates that the MAC is being added.) 

X – is a reserved field.


The Unicast MAC addresses pass the MAC address that this mesh point will route to. These station addresses are not mesh points in the wireless mesh. 

	Information
	Length
	Note 

	Component ID
	2 bytes
	Component ID indicating group of network component id (group of components 1, version x) 

	Count of Unicast MAC network components
	1 byte
	Count of unicast network components 

	Unicast MAC network component(s)
	2 bytes
	A list of Unicast MAC network component ids. 

	Count of Multicast MAC network components
	1 byte
	Count of multicast network components

	Multicat MAC network component(s)
	2 bytes
	A list of Multicast MAC network component ids.


9.4.3 SPF Algorithm

SPF algorithms for default mesh point topology calculations derive shortest path calculations for: 

· Unicast SPF forwarding , and 

· Multiacast SPF forwarding.

In addition, constraint based topology calculations can be done any number of metrics passed in the topology information found in th neighbor discovery protocol and the link state announcements. 

9.4.3.1 Unicast SPF Algorithm

The Unicast Default SPF calculates the paths based on a least cost metric SPF. The Metric used is a 2 byte metric that is the combination of resource-aware metric and topology metric.The topology metric flag indicates which of the two portions is in the higher byte. The default is that resource-aware metric is in the high byte, and topology metric is in the low byte.

If unicast MAC are associated with a Mesh point, the SPF calculation can be extended to calculate the forwarding path to those Unicast MAC addresses as reachable addresses. 

A unicast constraint based SPF calculation has the following parts:

· Use the topology database information that the constration indicates.

· If uploading TE information from the default database: 

· Pre-Select the nodes in the topology base that will be used

· Remove all noides & links from the available list that do not support TE processing,

· Remove all nodes that do not meeting the constraints,

· Run the SPF with the remaining nodes using the constraint metric selected, and

· Flood the reduce information using the DB id 

The following diagram shows the basic link state calculation with 
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Figure 9‑5: Link State Calculation

9.4.3.2 Multicast SPF Algorithms

The Multicast Default SPF calculates the multicast tree paths to:

· All nodes for broadcast flooding, and 

· To all nodes announcing a Group Multicast MAC address.

The multicast SPF method per multicast group: 

· Removes all nodes that will not forward multicast,

· Remove as end-nodes all except nodes reporting the specific multicast grouip address,

· Calculate the shortest path from each node to all other nodes reporting the MAC address,

· Count each time a path is used on the shortest path.

· Tie break on Equal Cost Multi-paths for multicast distribution:

· Elect a group leader for the group,

· Add weight to all other Equal costs (topology metrics) and announce 

The diagram below shows this algorithm
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Figure 9‑6: Joining a Multicast Group
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Figure 9‑7: Leaving a Multicast Group

· A leaf mesh point revokes its member status

· A drops MAC address from announcement

· B forward topology message with dropped MAC address

· All needs to re-calculate the multicast 

· Result with trim node 
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Figure 9‑8: Broken Tree Repair
When a link break occurs, the mesh point associated with the link announces the link down. 

Each Node re-calculates the shortest path to all MPs having Group MAC addresses associated

· If all destinations can be reached, determine the best usege links 

· Set metrics higher on best usage links 
9.4.3.3 Link State and Security Algorthms

The Default encryption required for management control message is:

· PTK keys for the pair-wise mesh-point peer connections, and

· GTK for any multicast or broadcast flooding

Optionally, the NTK supports local multicast from a neighbor (broadcast and multicast MACs).

The MTK supports global multicast MAC Address.

If the MTK is supported, a pre-configured MAC address (ALL-MESH-POINT-LS-Routers) can be used to flood LSA announcements to. 
9.5 Hybrid on-Demand/Pro-Active

The hybrid mesh routing protocol described in this section simultaneously supports the on-demand routing and proactive routing, which combines the advantages of these two types of routing mechanisms. The on-demand unicast and multicast routing is based upon Ad hoc On-Demand Distance Vector (AODV) Routing protocol [xx] and multicast AODV protocol [xxx] with modifications for support of MAC address-based routing and radio/MAC-aware metrics. Furthermore it also allows proactively establishing and maintaining the route to mesh portals (or other special MPs) in he mesh network, which redeuces the route discovery delay and diminishes the routing overhead generated if every MP discover the mesh portal individually. The protocol supports both unicast and multicast routing. It has the follwing main features

· Simultaneously support the on-demand routing and proactive routing by combining the advantages of these two types of routing mechanisms. The on-demand routing is based upon Ad hoc On-Demand Distance Vector (AODV) Routing protocol. Proactive establishment and maintenance of routes to the mesh portals (or other special MPs) may be performed through route announcement to reduce the route discovery delay and the rouing overhead in many-to-one communications.

· Support for not only unicast routing but also efficient multicast routing

· Support for alternative path selection metrics including PER, latency, link rate, available link capacity, available MP battery power, power consumptiom, and other PHY/MAC/power-aware metrics.

· Support for non-forwarding MPs

· Mesh APs acts as a proxy for its associated stations to generate and respond the routing messages on their behalf

· Route request and route announcement for multiple destinations can be aggregated in one RREQ message or one RANN messages to reduce the routing overhead.

· Support for Quality of Service by specifying the QoS requirements in the RREQ messages.

9.5.1 ON Demand Unicast Path Estrablishment

The on-demand routing mechanism in the hybrid mesh routing protocol uses Route Request and Route Reply messages, which is based on the AODV protocol [AODV]. For on-demand routing, when a source MP wants to send a frame to some destination MP, it checks its routing table for a route. If there is a valid route, it forwards the frame to the next hop specified in the routing table for this destination. If there is no valid route, it initiates a route discovery by broadcasting a Route Request (RREQ) message as shown in Fig. 1a. The RREQ message contains the originator IEEE 802.11 MAC address (not the IP address) with its sequence number and optional layer 3 information as well as the destination MP MAC address with the last known destination sequence number and optional layer 3 information for this destination. It also contains the message ID, the hop count, the routing metric, the flags, the time-to-live (TTL) and the route lifetime.

Once a MP receives a RREQ message, it checks the originator address and message ID to see if it has seen this RREQ message before. If this is the first RREQ message, the MP updates the metric field by adding the metric between the MP from which it received RREQ message and itself and then establishes a reverse route to this originator in its routing table. If the MP is the destination MP or if the MP has an unexpired valid route to the destination and the sequence number for that destination is at least as great as that indicated in the RREQ message, it responds by unicasting a Route Reply (RREP) message back to the originator. Otherwise, the MP propagates the RREQ message with the new metric. If this is not the first RREQ message, it updates the metric field to the originator by adding the link metric between the MP from which it received RREQ message and itself. The MP updates the reverse route if the new metric is better than the metric recorded in its routing table. Otherwise it discards the RREQ message. The MP replies with an RREP message to the originator if it meets the requirements as described above. Otherwise it propagates the RREQ message with the new reverse route metric. The reverse path/route is used for sending the RREP message back to the originator of the RREQ message to establish the forward path and also for bi-directional communications between the source MP and the destination MP.

The RREP message is sent back to the originator of the RREQ message by unicast to establish the forward path as shown in Fig. 1B. It contains the originator MAC address, the destination MAC address, destination sequence number and optional layer 3 information of this destination, the hop count, the routing metric, the flags, the time-to-live and the route lifetime. If the destination MP responds, it uses the maximum of its current sequence number and the destination sequence number in the RREQ message. The initial value of the metric is zero. The destination also sets the lifetime of the route. If the intermediate MP responds, it uses its record of the destination's sequence number and the metric, as well as the calculated route lifetime based on the route table entry.

The RREP message is unicast through the reverse route established during the route request broadcast. When an intermediate MP receives the RREP message, it updates the metric by adding the link metric between the MP from which it received the RREP message and itself. It sets up a forward path in its routing table and forwards the RREP message to the originator of the RREQ message. If a MP receives more than one RREP message, it forwards the first RREP message. It updates the routing table and forwards the new RREP message only if the new RREP message contains a greater destination sequence number or the same destination number with a better metric. Otherwise it discards the new RREP message. The originator can commence the data frame transmission as soon as the first RREP message is received and can update its routing information later if a better route is discovered.

A MP may have multiple IEEE 802.11 wireless interfaces. The MP has a unique MP identifier, i.e. a MP IEEE 802.11 MAC address, and each interface also has its own IEEE 802.11 MAC address. The MP MAC address is used in the RREQ and RREP messages as well as the other routing control messages described below. When a multi-interface MP multicasts the RREQ message, it may multicast the RREQ message on all its interfaces. When a multi-interface MP responds to a RREQ message by unicasting a RREP message, it sends the RREP message to the interface on which it received the RREQ message

The routing table includes an entry for a destination MP. Each entry contains the destination MAC address and its optional layer 3 information (supported layer 3 protocol and address, e.g. the IP address of destination MP), the destination sequence number, the next hop MAC address and the interface to reach the next hop, a list of the upstream MPs and interfaces using this route, the state and routing flags (e.g. valid, invalid), the metric to the destination, and the route lifetime. The route lifetime is updated each time it is used. The route becomes invalid if it is not used within the route lifetime. The invalid route will be deleted after its deletion timer expires. The originator can start data transmission as soon as the first RREP message is received and can later update its routing information if a better route is discovered. When an intermediate MP receives a data frame, it checks its routing table based on the destination MAC address. If there is a valid entry for this destination, it forwards the frame to the next hop specified in this routing entry. This process continues until the destination MP is reached.
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Flooding of the route request (RREQ) message and reverse path establishment.
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Figure 9‑9: On Demand Unicast Route Establishment

9.5.2 Proactive Path Establishment

In the on-demand routing, only currently used routes are maintained. This reduces the routing overhead. However it results in extra delay because the source MP must establish the route before it can send the data. The source MP also needs to buffer the data during the route discovery period, especially a mesh AP is required to buffer the data frames originated by its associated stations. This may result in a large buffer requirement and delay. To reduce the route discovery delay, buffer requirement, proactive routing can be used. Furthermore, in the case of many MPs communicating with a special MP, e.g. a mesh portal, significant routing control overhead may be required if each of these MPs individually discovers the route to this special MP. For example, many MPs in a mesh network access the Internet or other networks through one or more portal MP that connects the mesh network to the Internet or other networks. It is desirable that the portal MP proactively announces the routes to it in the mesh network. This proposal integrates the on-demand route discovery and proactive route announcement. A MP can be explicitly configured by the network administrator or implicitly determines according to certain policies, to perform proactive routing in the mesh network. For example, one policy is that all the mesh portals shall perform the proactive route announcement. Referring to Fig. 9-10A, the mesh portal advertises itself by periodically broadcasting an unsolicited Route Announcement (RANN) message so that other MPs in the mesh network can learn the route to the RANN message originator. That is, the mesh point that originates the RANN message floods the mesh network with unsolicited RANN messages in order to proactively establish routes to itself. When a multi-interface MP broadcasts the RANN message, it may broadcast the RANN message on all its interfaces. The RANN message contains the IEEE 802.11 MAC address of the originator MP with its destination sequence number and optional layer 3 information. It also contains the hop count, the route metric, the flags, the time-to-live and the route lifetime.

When an intermediate mesh point receives a RANN message, it updates the metric field to the originator of the RANN message by adding the link metric between the MP from which it received the RANN message and itself. If the MP does not have a valid route to this destination (i.e. the RANN message originator) in its routing table, it creates the route to this destination MP in its routing table. The MP broadcasts the RANN message with the new metric to its neighbors on one or more of its interfaces. When it has a valid route to this destination, the MP updates its routing table and broadcasts the RANN message with the new metric to its neighbors only if the RANN message contains a greater destination sequence number or the same destination sequence number with a better metric. Otherwise it discards the RANN message. In this way, the routes to the RANN message originator are established in the mesh network.

If bi-directional route flag is set in the RANN message, the MP should send a gratuitous RREP in unicast to the mesh portal. The gratuitous RREP is routed to the mesh portal through the forward path, which establishes a reverse path to the RREP originator.

When a source MP wants to send data frames to a destination MP, it may already have a forward path to this destination MP obtained from the destination MP's route announcement. In this instance, it can transmit the frame immediately. However it is possible that there is no reverse route from destination MP to source MP. If bi-directional communications are needed, source MP can send a gratuitous RREP message in unicast to destination MP through intermediate MPs along the forward path established by the destination MP's RANN message. The RREP message establishes a reverse route to source MP.
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Figure 9-10A. A mesh portal initiates flooding of the route announcement (RANN) messages to proactively establish the routes to it in the mesh network.
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Figure 9-10B. A mesh point unicasts a gratuitous route reply (RREP) to the originator of the RANN (the destination) for establishing a reverse route to it.

Figure 9‑10: Proactive Routing

9.5.3 Route Maintenance

If a link breaks, the Route Error (RERR) message is sent to the affected source MPs of the active paths. The upstream MP of the broken link, i.e. the MP near the source, initiates the RERR message. Before sending the RERR message, it also marks the damaged routes invalid, sets the metric of the damaged routes to infinite, and increments the destination sequence numbers of the unreachable destinations due to this link failure in the routing table. The RERR message contains a list of all the unreachable destinations due to this link failure and their incremented sequence numbers. It broadcasts the RERR message to its one or more upstream neighbors. For a multi-interface MP, it sends the RERR message on the interfaces with the routes using this failed link. When a neighbor receives a RERR message from its downstream MP, it checks whether it has a route to use this downstream neighbor to the listed destinations. If so, it marks these routes as invalid and sets the metric of these routes to infinite. It then propagates the RERR message to its upstream MPs. When a source MP receives the RERR message, it re-initiates the route discovery. If a MP receives a data frame with a destination MAC address that does not have an active/valid route, the MP creates a RERR message for the destination MP and multicasts the RERR message to its upstream neighbors. Local connectivity management is accomplished by the MPs periodically sending beacons (HELLO messages) to their neighbors as describe in section 8.2.
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Figure 9‑11: shows the method whereby a MP establishes the routes on-demand and proactively, and processes the routing control messages.

9.5.4 Support of Quality of Service via Contraint-Based Routing

It is necessary to support the quality of service (QoS) in WLAN mesh networks, e.g. for multimedia applications. The QoS requirements and/or power requirements, for example, maximum delay, and/or minimum bandwidth, and/or minimum battery power requirements for a data flow can be carried in the optional fields of an extended RREQ message. To respond or forward a RREQ message with QoS extensions, a MP must be able to satisfy the QoS constraints. Otherwise, it discards this QoS RREQ message. After the QoS route is established, if any MP along the path detects that it no longer satisfies the requested QoS parameters, it sends a RERR message to the originator. The RERR message may also carry the currently measured QoS parameters for example available bandwidth and delay parameter for this link. The originator may decide to continue use this route with lower QoS or discover another route. For example, the RERR message indicates that the current bandwidth available on a link is equal to a value less than that requested by the originator before. The originator may reduce its source rate to meet the current available bandwidth or discover a new route with the originally required bandwidth.
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Figure 9‑12: Mesh AP with Multiple Assocaited Stations
9.5.5 Support for Non-Forwarding MP

Some MPs want to join the wireless local area mesh network only as the source MP or destination MP, i.e. not forwarding the traffic originated from other MPs due to battery, processing power and/or memory limitation. A MP can be configured as a non-forwarding MP by the administrator or is determined to be a non-forwarding MP based on certain policies. For example, one such policy is that if the energy in the battery of the MP is less than a threshold, the MP will become a non-forwarding MP. A non-forwarding mesh MP sends the RREQ message when it wants to transmit frames. It replies to the route request message only if it is the destination MP in the received RREQ message. The non-forwarding MP does not reply to the route discover message (RREQ) if it is not the destination MP in the RREQ message. It receives the RANN message to learn to the route to the originator of the RANN message. It sends the RANN message so the route destined for it can be proactively established. However, the non-forwarding mesh MP does not forward any routing control messages, including RREQ, RREP, and RANN messages, to its neighbors. By so doing, there is no route using it as an intermediate MP.

9.5.6 Support for IEEE 802.11 Stations

Multiple stations may associate with an access point (AP) in a WLAN. As shown in Fig. 4, the mesh AP joins the mesh network. However the IEEE 802.11 stations are not part of the mesh network but are associated with the mesh AP. The mesh AP acts as a proxy of these stations and routing is transparent to the non-mesh stations. The mesh AP discovers the route to the destination when it forwards data frames originated by an associated station. It also responds to a RREQ message for its associated stations by unicasting a RREP message to the RREQ message originator. The mesh AP announces the route to its associated stations by broadcasting the RANN message. Multiple destination addresses with their individual sequence numbers, optional layer 3 information can be requested using a RREQ message and can be announced using a single RANN message.

When a STA moves from one MAP to another, the new MAP rediscovers the route to the destination by sending a RREQ. The old MAP would respond the RREQ with RREP since it has a route to the destination.The new MAP would use this route to send the data frames to the destination and the old MAP would use this route to forward the data frames destined for the moved STA to the new MAP. A better route may be discovered between the new MAP and the destination later, the new MAP would be switched to the better route if this happens.

9.5.7 Interaction Between ARP and Route Establishment

Before sending an ARP request, a source MP may optionally send a RANN so that the route to it is established. Route announcement information may be optionally piggybacked with ARP request broadcast. Before sending an ARP reply, a target MP may optionally send a gratuitous RREP so that the route to the target MP is established.

9.5.8 Multicast Routing

The same protocol supports both multicast and unicast routing. A separate multicast routing table is maintained by a MP. Multicast on-demand route discovery is based on Route Request and Route Reply messages, which is similar to the multicast AODV. A MP can dynamically join or leave a multicast group at any time. Each multicast group has a multicast group leader. The group leader maintains the multicast group sequence number. Upon detecting the failure of the multicast group leader a new group leader is created so that there is no central point of failure.

When a MP wants to join a multicast group, the MP broadcasts a RREQ message to all mesh MPs. The RREQ message includes the originator's MAC address, its current sequence number, its optional layer 3 information (e.g. IP address), the destination MAC address (i.e. multicast group address to be joined), the group's last known sequence number, the message ID, hop count, metric, time-to-live parameter and a join flag. Any member of the multicast tree may respond to the RREQ message but only members of the multicast tree may respond. A non-member MP (not a member of the multicast tree) does not respond to the RREQ message, but creates a reverse route entry to the originator in its unicast routing table per unicast route establishment rules. The non-member MP then forwards the RREQ message to its neighbors. The originator waits for the term of the discovery period to receive a reply or replies. If there is not reply then the originator retransmits/re-broadcasts the RREQ message with the message ID incremented by 1. The originator continues in this manner until it receives a reply or the retry limit has been exceeded. If no reply is received after the maximum number of retries, then the originator may become the multicast group leader for a new multicast group. Figs. 5A - 5D show how a new MP "N" joins a multicast group.

When a MP receives a request to join a multicast group from a MP (not in the group), it updates the metric field and adds an inactive entry for the originator in its multicast routing table. Each entry in the multicast routing table has a flag indicating whether a link is active or inactive. No frames will be forwarded/transmitted over an inactive link for the multicast group.

A multicast tree includes MPs that are members of the multicast group and forwarding MPs for the multicast group. A forwarding MP is a MP that is a member of the multicast tree but not a member of the multicast group. A forwarding MP acts as a "pass-through" for the datframes that it receives. It does not use the frames that it receives. Any member of the multicast tree may reply to a RREQ message to join the multicast group, if its recorded sequence number is at least as great as that carried in the RREQ message. The multicast group leader always responds to a RREQ message to join the multicast group. The MP responding to a RREQ message to join the multicast group sets up a unicast reverse route to the originator in its routing table per the unicast route establishment rules. The responding MP also sets up a route for the originator in the multicast routing table. The multicast route is flagged as inactive. The responding MP then unicasts a RREP message back to the originator of the RREQ message. As MPs along the reverse path receive the RREP message, they update the metric and set up a forward route in their multicast routing table. The route set up in the multicast routing table is flagged as inactive. The responding MP then forwards the RREP message to the next hop.

[image: image74.emf]
Figure 9‑13: A node joins the multicast group

Each MP in a multicast tree has a multicast routing table. A multicast routing table has entries for each multicast group. A multicast routing table entry includes the multicast group MAC address, the next hop MAC address, the interface to the next hop, the multicast group sequence number, thehop count and metric to the multicast group leader, flags (active/inactive and routing flags) and a route lifetime parameter. The route lifetime parameter is updated each time that a route is used. The route becomes invalid if it is not used within the specified route lifetime.

The originator of a RREQ message to join a multicast group may receive multiple RREP messages from different members of the multicast tree. Each reply represents a potential route to the multicast group. The originator tracks the replies received and waits for the expiration of the route discovery period. The originator then selects a route having the greatest multicast group sequence number and the best metric to the multicast group. The originator activates the selected route at the expiration of the route discover period by unicasting a multicast activation (MACT) message with the active/inactive flag set to active to its next hop. The originator sets the active/inactive flag to active for the selected route in its multicast routing table. As each hop along the path receives the MACT message, it activates the route in its multicast routing table and forwards it to its next hop if it is not the originator of the RREP message. This continues until the originator of the RREP message receives the MACT message.

[image: image75.emf]Group Leader

F

F

A

B

C

Group Leader

FF

FF

A

B

C

Group Leader

F

Group Leader

F

Multicast tree after pruning


Figure 9‑14: A node leaves Multicast group

If a MP that is a member of the multicast group wishes to exit/depart from the group, then it unicasts a MACT message to its next hop with the prune flag set to prune and deletes the entry to the multicast group in its multicast routing table. Once the next MP along the path receives the MACT message with the prune flag set to prune, it deletes the routing information for the MP that transmitted the MACT message to it. If the MP receiving the MACT message with the prune flag set to prune is not a member of the multicast group and with the deletion of the MP desiring to relinquish its membership in the multicast group becomes a leaf MP, then it prunes itself from the multicast tree. The leaf MP prunes itself from the multicast tree by unicasting a MACT message with the prune flag set to prune to its next hop. If the MP receiving the MACT message with the prune flag set to prune is a member of the multicast group or is not a leaf MP then it does not prune itself.

Figs. 6A - 6B show how a leaf member MP "A" in the multicast group leaves a multicast group. MP "A" unicasts a MACT message with the prune flag set to prune in order to relinquish its membership in the multicast group. Fig. 8B shows the multicast tree after pruning. After MP "A" relinquished its membership from the multicast group and tree, MP "B" which was a forwarding MP was left as a leaf MP so it pruned itself from the multicast tree.

A MP on the multicast tree must receive a transmission from each of its neighbors every Hello_interval. A transmission includes a multicast data frame, a RREQ message, a Hello_message, a beacon message or a group hello (GRPH) message. A GRPH message is sent periodically by the group leader through the mesh network. If a MP on the multiast tree fails to receive any transmissions from a neighbor on the multicast tree for Hello_Life then the link to this neighbor is broken. When a link is broken, the MP downstream of the break (i.e., the MP farther from the multicast group leader) attempts to repair it. Actually, it is an attempt to bypass the broken link and generate an alternate path back into the multicast tree. The downstream MP that is responsible for repairing the broken link discovers an alternate route by sending a RREQ message to join the multicast group. The RREQ message includes an extension field indicating the sending MP's metric from the group leader. MPs responding to the RREQ message must be members of the multicast tree with a fresh enough sequence number (a sequence number that is at least as great as the multicast group sequence number carried in the RREQ message) and the metric to the multicast group leader must be better than the metric indicated in the RREQ message. At the expiration of the route discovery period, the MP that originated the RREQ message in an attempt to bypass the broken link, selects a route and unicasts a MACT message to its next hop to activate the newly discovered route. If it is not possible to repair the multicast tree by rejoining the tree through any branch then the downstream MP responsible for bypassing the broken link becomes the new multicast group leader for a new multicast tree. Figs. 7A - 7E illustrate reparing a broken multicast tree link. Fig. 7A illustrates a multicast tree with a broken link. In this case the link between MP "A" and MP "B" is broken. Fig. 7B depicts the downstream MP (MP "A") attempting to bypass the broken link by sending out a RREQ message requesting to join the multicast group. Fig. 7C shows the downstream MP (MP "A") receiving RREP messages from qualified multicast tree members. Fig. 7D shows the downstream MP (MP "A") activating the new links with a MACT message with the activation flag set. Fig. 7E depicts the repaired multicast tree with the broken link bypassed.
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Figure 9‑15: Repair of broken tree link

9.6 Mesh Interworking

According to the “section 6.2 Compatibility” in Five Criteria specified for TGs [x], the following standard requirements for WLAN Mesh protocol specication are stated.

· IEEE 802 defines a family of standards. All standards shall be in conformance with the IEEE 80.21 Architecture, Management and Interworking documents as follows: 802 Overview and Architecture, 802.1D, 802.1Q and parts of 802.1F. If any variances in conformance emerge, they shall be thoroughly disclosed and reviewed with 802. Each standard in the IEEE 802 family of standards shall include a definition of managed objects, which are compatible with systems management standards.

· ESS Mesh specifies one possible Wireless Distribution System (WDS) that behaves in every respect as an IEEE 802.11 Infrastructure Mode network. As such, it is entirely compatible with the IEEE 802.11 architecture and, by inference, compatible with the IEEE 802 architecture, including IEEE 802.1D, IEEE 802.1Q and IEEE 802.1F.

IEEE Std 802.1D-2004, section 1.1, as highlighted in the following, specifies the bridging function that is designed to interconnect various IEEE 802 networks.

“IEEE 802 Local Area Networks (or LANs; see 3.4) of all types can be connected together using MAC Bridges. The Bridge Local Area Network created allows the Interconnection of stations as if they were attached to separate LANs each with its own independent MAC. A MAC Bridge operates below the MAC Service Boundary, and is transparent to protocols operating above this boundary, in the Logical Link Control (LLC) sublayer or Network Layer (ISO/IEC 7498-1: 1994).
IEEE 802 Local Area Networks (LANs) of all types can be connected together with Media Access Control (MAC) Bridges, as specified in IEEE Std 802.1D, 2004 Edition. Whereas, IEEE Std 802.1Q defines the operation of Virtual LAN (VLAN) Bridges that permit the definition, operation and administration of VLAN topologies including the transport prioritization tagging within a Bridge LAN infrastructure to support quality of services.

To relay frame between different MAC methods, IEEE Std 802.1D-2004 specifies the MAC Internal Sublayer Service (ISS) which is provided by individual LANs to the MAC Independent Function that is part of the MAC frame relay entity of the 802.1D Bridge.

IEEE Std. 802.1D-2004, section 6.4 describes the ISS function provided within the MAC Bridge.

“The Internal Sublayer Service (ISS) provided by a MAC entity to the MAC Relay Entity within a Bridge is that provided by the individual MAC for the LAN Port. This observes the appropriate MAC procedures and protocol for the LAN to which it attaches. No control frames, i.e. frames that do not convey MAC user data, are forwarded on any LAN other than that on which they originated.

 The Internal Sublayer Service is derived from the MAC Service defined by ISO/IEC 15802-1 by augmenting that specification with elements necessary to the performance of the relay function…. Two parameters are added to the list of parameters associated with the MA_UNITDAT.request and MA_UNITDATA.Indication primitives defined by ISO/IEC 15802-1. These are frame_type and frame_check_sequence. The definition of the Internal Sublayer Service does NOT add any new service primitives to those defined by the LAN MAC Service Definition. “
The following figure describes the IEEE Std. 802.1D Transparent Bridging architecture (see Figure 7-3: Bridge Architecture in IEEE Std. 802.1D specification).
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Figure 9‑16: IEEE Std. 802.1D Transparnet Bridging Architecture

The ISS Service Mapping is defined in IEEE Std 802.1D-2004, section 6.5.4.

IEEE Std. 802.1Q-2003 specifies the Enhanced Internal Sublayer Service, which is extended from ISS and is provided by the Media Access Independent Functions to support frame relay (see IEEE Std. 802.1Q-2003 section 3.7) operation in the VLAN Bridge.

The following figure describes the IEEE Std. 802.1Q VLAN Bridging architecture.
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Figure 9‑17: IEEE Std. 802.1Q VLAN Bridging Architecture

The ISS Service Mapping is defined in IEEE Std 802.1Q-2003, section 6.4.

9.6.1 WLAN Mesh Interworking Frame Translation

For the WLAN Mesh interworking support, four network interworking scenario must be considered:

1. 802.11 interworks with WLAN Mesh

2. WLAN Mesh interworks with each other

3. WLAN Mesh interworks with other 802 network

4. WLAN Mesh interworks with the higher-layer

In general, when relaying frames between different MAC methods, there are a number of frame translations that may be required, depending upon the source and destination MAC methods concerned, the tagging state of the received and transmitted frames, and the data carried within the frames.

a. If the source and destination MAC methods differ, then the overall format of the received frame must be translated into the frame format required for the MAC onto which the frame will be transmitted. The details of the frame translation at this level is defined by the definition of the ISS (IEEE Std 802.1D-2004, section 6.4)., the support of the ISS by specific MAC procedures (IEEE Std. 802.1D-2004, section 6.5) and the standards that define the specific MAC procedures concerned.

b. If the received frame is being relayed in tagged format between differing MAC methods, or if the tagging state is to change, then the tag header may require translation, insertion or removal as defined in IEEE Std 802.1Q-2003 specification.

c. If Ethernet Type-encoded data is being carried in the frame, then the format of that data may require translation as defined in IEEE Std 802.1H, IETF RFC1042 and IETF RFC 1390. These translations are essentially concerned with providing a standardized means of representing Ethernet Type-encoded frames on LANs that have no inherent ability within their MAC procedures to represent Ethernet Type values (i.e. LAN MACs where the “native” link layer protocol is LLC), and ensuring that the frame translation in the reverse direction results in the correct format on different 802 LAN. The mechanisms specified in these standards are based around the use of SNAP encoding to carry Ethernet Type values in native LLC-encoded environments, and the use of translation tables to control the reverse translation if this should be necessary. Without following the RFC 1042, there is no way that additional information can be carried in the frame in order to identify the embedded format, in order for such a Bridge to successfully translate embedded address information, it needs to be able to recognize the higher layer protocol carried in the frame and act accordingly.

For the interworking scenario 1-3 above, the translation mechanisms a) and b) decribed above are expecting to be used.

For the interworking scenario 4 above, the translation mechanism c) described above is expected to be used.
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The following figure highlights the general interworking architecture that was described above.

Figure 9‑18: WLAN Mesh Interworking Architecture

9.7 Power Saving

Conservation of power consumption is crucial for battery-powered mesh points used in home electronics, public safety, and military. We have identify various techniques that can be used for power saving.

Cross-layer design is used to achieve maximal saving on power without affecting network connectivity. The power saving can be achieved at different phases of mesh protocol.

9.7.1 Discovery and Association

During discovery, we can use extended management frames (beacon or probe response) to reach connected state quicker and reduce the number of required transmissions to save power. We can also discover battery power situation using extended management frames to avoid associating with a mesh point with battery power constraint. The frequency of extended beacon transmission can also be adjusted based on battery power level.

9.7.2 Resource Allocation and Medium Access

The priority of medium access can be a function of the remaining battery power. Similar to 802.11e where the application QOS is used to determine the priority on the medium access. We can also use aggregated frames to keep the mesh point either in transmit or receive state. Power can saved if we can minimize the transitions between transmit and receive states. We can also choose a subset of mesh points to go into sleep without affecting topology connectivity by coordinating with the routing layer. The mechanism to achieve this to use a combination of physical and virtual carrier sensing; specially, the SCC combined with virtual carrier sensing allows a device to go into sleep if the device determines that there is no traffic destined to itself. We also can adopt power-aware scheduling (resource allocation) to conserve power by considering data rate (802.11 a/b/g/n mode) and transmit power.

9.7.3 Routing

We propose to use the remaining battery power as part of the routing metric. We need to avoid using the node with battery power constraint for forwarding. We also need to use the routing path with least transmit power requirement.

9.8 Multicast/Broadcast Reduction Experimental Results

It is important to enable efficient multicast and broadcast data delivery in WLAN mesh networks. One approach is that the source MP marks the frame header with a unique sequence number for each multicast or broadcast frame. Intermediate MPs can detect and filter the duplicated multicast or broadcast frames. This approach requires each intermediate node maintains a record which frames have been forwarded. Another approach to reduce multicast and broadcast duplicates in classical flooding is to use multi-point relays. Source-specific Multi-point Relay (S-MPR) allows only “locally elected” MPRs to relay frames that are received from upstream selector nodes. It requires knowledge of previous hop identification to determine the next forwarding decision. An alternative is to use non source-specific Multi-point Relay (NS-MPR). The NS-MRP combines all S-MPRs into a common relay node set (i.e. specific hierarchy). It requires only the identity of neighbor MPRs, which is simpler, but does not scale as good as S-MPR.
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Figure 9‑19: Multicast/Broadcast reduction Results

Figure 8-11.shows the performance of different multicast & broadcast data delivery approaches. The testing is based on 2 Mbps 802.11b link with 10 Mesh Points. The multicast source traffic changes from 10-800 kbps incrementally every 10 sec. With the classical flooding without using MPRs, traffic transmission rate is saturating around 1.3 Mbps. The improved relay set efficiency keeps the ad-hoc network from saturating until higher multicast source rate. Furthermore, the slope measuring total overhead traffic increases as the number of nodes in the relay set increases

The decreasing slope is indicative of the network topology’s increase in density allowing a smaller ratio of relay nodes to be used.

10 Mesh Security

This proposal utilizes 802.11i-based security mechanism and optional additional security mechanisms to support:

· Scalable security for data and control traffic,

· On-demand very secure multicast group for high-security applications, and

· Authentication of non-secure pre-association traffic: Mesh Discovery, Mesh Probe Response and Mesh Report information control frames.

The 802.11 Data Frames that are secured are: data frames and control frames. Non-secure pre-security assocation control traffic includes: Mesh Discovery, Mesh probe Response and Mesh Report control frames. Authenticating of pre-association traffic allows operational flexibility in deploying multiple networks with multiple vendor environments.

This proposal uses the 802.11i concepts and mechanisms for mesh discovery and mesh assocation. This proposal supports distributed and centralized models for AS functions. 802.11i mechanisms are used to distribute the required 802.11i keys and optional keys. The 802.11i required keys are: pair-wise keys for neighbors (PMK, PTK) and Group keys for all nodes (GTK). The optional keys for mesh networks are local multicast keys (NTK), and global multicast group keys (MMK/MTK). The local multicast keys support 1 key per neighbor transmitting the data. The Global multicast group keys support 1 multicast encryption key per multicast group.

Basic 802.11i functions are extended to provide multi-hop encryptions for Unicast and Multicast data or control frames. The extensions occur at the neighbor security associations association in the Mesh Beacon or the neighbor discovery hello functions. Optional knobs allow the implementor or deployer to set different events or timers for rekeying to enhance replay protection.

Basic security of the 802.11 mesh network requires hop-by-hop encryption and the ability to determine who can use the mesh. Scalable security requires more than basic security. Scalable security requires the ability to handle tunnels and efficient local multicast of data and control frames to neighbors. Scalable security requires the ability to set different timers for re-keying to balance the cost of rekeying with replay protection.

Very secure multicast data transmission of frames requires on-demand securing of a multicast group. A military application that uses Triple play (Video, Voice and Data) sent to a multicast group requires a higher level of security on each frame sent to the MAC group addresss. An on-demand encryption key for the multicast group provides an encryption key that is only understood by the members of the group for a short duration. Pre-configured multicast group keys for a small set of groups may enable a small group of known MAC group addresses to be supported as very secure keys. Support for an on-demand multicast key allows these very secure groups to come/go as they are needed. On-demand multicast keys require support of other control functions (mesh discovery, mesh association, immediate neighbor status, and mesh routing status). Very secure multicast transmissions will be critical to some deployments and unused by others. This proposal has carefully tailored the algorithms to limit or remove any burden of this support from basic security.

Section 9.1 provides an overview of the security architecture highlighting the extensions made to the 802.11i functionality. Encryption of data by data path type is describedin section 9.2. The mechanisms and algorithms for Mesh Discovery and Mesh Association are covered in section 9.3.

One weakness 802.11i Group key use for multicast frames with many multicast data and control streams is the number of nodes and data streams that utilize a single key may increase exposure to replay attacks. Break the multicast/broadcast traffic into three groups: broadcast traffic, local multicast frames sent to neighbors, and whole mesh multicast groups, and you can reduce the exposure to replay attacks for a particular type. Section 9.4 provides discussion of the knobs and extensions to reduce replay attacks
10.1 Security Architecture

The security architecture is built on existing 802.11i functions plus extensions to allow:

· Multi-hop encryption of Unicast and multicast frames (data and control),

· Extensions to protect pre-associated data with Authentication

Section 9.1.1 describes the framework for these extensions. These extensions are supported by using the basic 802.11i concepts and algorithms for: Mesh Discovery and Mesh Assocation with extensions. Section 9.1.2 describes how extensions to protect pre-associated data with authentication.

The security architecture can run with a centralized AS model or a distributed AS model as denoted in Figure 9-1 below. Section 9.1.3 describes how the mesh points SME establishes a RNSA in one of three ways: Centralized 802.1X authentication, Distributed 802.1X authentication model, and pre-shared authentication model.
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Figure 10‑1: Secuirty Architecture

Section 9.1.4 describes the in detail the negotiation of the authenticator versus supplicant status for two MP that both believe they have been authenticated to the mesh.

10.1.1 Support of Hop-by-Hop and Multi-Hop Encryption

This proposal supports securing data via encryption for:

· Hop-by-hop links – via pair-wise encryption between neighbors

· Multi-hop

· Tunnel links – via pair-wise encryption between ends of a tunnel

· Broadcast Data – via group keys for all members of a wireless mesh

· Locally Multicast Data to neighbors

· Via group keys as the default security,

· (Optionally) via a neighbor key (NTKn)

· Data sent to multicast groups

· Via group keys as the default security, or

· (Optionally) for very tight security, via an encryption key per multicast group (MMK, MTK).

The management frames can secured in the same way as the data frames across the same paths. Management frames with routing have additional information: sequence numbers and originating sources to allow detection of repeated information in neighbor “hello” or mesh topology information.

10.1.1.1 Use of Pair-Wise Keys (PMK, PTK)

Pair-wise keys can support different types of data paths: wireless stations, hop-by-hop, or tunnels.

An example of these different data paths is below in figure 9-1. For example, Wireless Station 2 will encrypt the data prior to sending it to MAP/MP4. MAP/MP4 will de-encrypt the data and re-encrypt it to send it MAP/MP 5. A tunnel is created from MAP/MP 3 to MAP/Mesh Point 4. All traffic going trom WLAN Station 2 (WLAN STA 2) or WLAN Station 3 (WLAN Station 3) to WLAN Station 4 (WLAN STA 4) will be routered from MAP/MP4 to MAP/MP2 to MAP3 via Tunnel 1. Via the Tunnel MP/MAP 3 is a neighbor to MAP/MP 4. These two neighbors authenticate via the tunnel and exchange pair-wise keys. As the packets enter the tunnel, the packets are encrypted with the tunnel security key. The packets are forwarded via the tunnel header to MAP/MP 3 at which point the packets are decrypted.
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Figure 10‑2: Secure Architecture with Tunnels

10.1.1.2 Use of Group Key (GTK)

A single Group key per mesh supports encryption of Broadcast data and all multicast frames (local and global groups) by default. Group keys creation follows normal 802.11i group key creation. The Group key can encrypted data frames or control frames.

A few examples will illustrate the use of the Group key. In our example in figure 9-1, MAP/MP-1 can broadcast a data frame to all nodes in the mesh. MAP/MP-1 encrypts the frame with the group key and transmits it to all of its neighbors. Each of the neighbors that have been associated with the mesh has the group key and decrypts the packet. If the packet needs to be forwarded on, it can be forwarded to other nodes.

If only default multicast support is enabled, the transmission of a data frame sent to a MAC group address performs in the same way, the multicast frame is encrypted at the source and sent to the group MAC address. Local control frames sent between MP/MAP 1 to MP/MAP 3 and MP/MAP 4 will also be encryped with the group key, and de-encrypted upon reception. Note, an MAP should use a different GTK for sending multicast traffic to its associated wireless STA’s. This is because a wireless STA should not be able to see the mesh traffic being sent by any MP.

10.1.1.3 Use of Neighbor Keys (NTK)

Neighbor keys are used for locally multicast frames (data or control). During mesh discovery, the Mesh Point gets the neighbor keys (NTK) is sent from the Aspirant-MP to the Member-MP to indicate its neighbor key for local multlicast. The Member-MP sends its Neighbor key (NTK-Member) to the Aspriant-MP.

In figure 9-2, MAP/MP4 could send local frames to Local Multicast traffic (MAP1, MAP/MP2, MP/MAP5) and wireless stations (WLAN STA 2 and WLAN STA 3) via a single neighbor key. An example a control frame sent as local multicast traffic is the “hello” packet from the neighbor discovery function. Note, an MAP should use a different GTK for sending multicast traffic to its associated wireless STA’s.

The Neighbor keys provide two benefits:

1. single encryption for all local multicast instead of multiple encryptions

2. less chance for replay attacks if GTK not used always

The receiver knows to use NTK for the Link addresses (RA and TA), with the following logic for precedence in keys:

1. Is WEP encryption bit in Frame Control field set and processing Link addresses (RA and TA)?

a.  If WEP bit is not set:

i. If the frame is a tunnel frame, go to Step 2.

ii. No decryption needed. Pass clear text packet to be processed (forwarded or processed with local machine.)

b. Check the RA for Group bit in MAC specific address

i. If WEP and Unicast MAC – use the PTK encryption key and decrypt.

ii. If WEP and Group MAC (including broadcast MAC), go to step c.

c. Check for a matching MAC address to RA in the MTK key table. (The MTK key table contains MAC address/MTK keys).

i. If MAC address matches an MAC address/MTK key table entry, use the MTK to decrypt the packet.

ii. If no match on MAC address in MAC address/MTK table – go to step d.

d. Check the link transmitter address (TA) against the neighbor MAC addresses in the NTK table. (The NTK table has neighbor address (unicast) and associated keys).

i. If the transmitter address (TA) matches a neighbor with keys in the NTK key, decrypt the packet.

ii. If the transmitter address (TA) does not match a neighbor with keys in the NTK key, go to step e

e. Default to using the GTK key to decrypt the packet.

2. Process tunnel frame with WEP encryption bit in Frame Control field cleared:

a. Check if the local node is the Egress MP of this tunnel

i. If this local node is not the Egress MP of this tunnel frame, pass this frame to be processed (forwarded or processed with local machine.)

ii. Otherwise, go to step b.

b. Check the the Tunnel WEP flag (pre-configured or following Appendix 1)

i. If the tunnel WEP flag is not set, the tunnel traffic is in the clear – pass the packet to be processed (forwarded or processed by local machine.)

ii. If the tunnel WEP flag is set, go to step c.

c. If the tunnel WEP flag (pre-configured on virtual interface or in extended CTL header) is set, check if DA address is a group MAC address

i. If DA is not a group MAC address, use the PTK for the tunnel’s source (Ingress MP address) to decrypt

ii. If DA is a group MAC address, go to step d

d. Search for DA address in the MTK key table

i. If the key exists, decrypt the packet using the MTKmac key that matches

ii. If the key does not exist, go to step e
e. Search for Ingress MP address in the NTK key table

i. If the Ingress MP address matches a neighbor address in the NTK key table, decrypt the packet.

ii. If not, go to step f

f. Use the GTK key to decrypt the packet

10.1.1.4 Multicast Group Specific keys (GTK)

Optional Multicast Group keys are created with one key per multicast group (MTKg). These group keys are neogitated during the 802.11i and 802.1X negotiations if the Group MAC addresses are pre-configured into the node. An extension to the RSNie information denoted as the M-RSNie information provides the hints for the 802.1X queries (section 9.1.2.x). Once the initial negotiation phase is completed, each associated MP has the pre-configured GTKs established.

If the Group MAC addresses are on-demand, the MP must re-negotiate a key association for the multicast Group once Group MAC addresses are detected. If multiple group MAC addresses are detected, the MP may obtain several on-demand keys at once. The mesh association process for this is in section 9.1.2.x.

Group MAC addresses local to an MP can be detect via the MP’s forwarding logic or from a layer 2 protocol (GMRP). Remote Group addresses are learned from local neighbors (single or multi-hop neighbors) via the neighbor discovery “hello” information or from the routing topology information.

Both the “hello” information (section 8.3.2) and the topology information (8.4.x or 8.5.x) may pass a Routing IE with a sub-field of a Multicast MAC IE. This Multicast MAC IE contains a count of MAC addresses, and a tuple of (MAC address, flag byte) per MAC address. The flag byte contains bits to indicate:

· Per MAC address Group encryption key required,

· Per MAC address Group encryption aquired,

· Per MAC address Group Leader used for security.

Upon detecting a remote MAC Group MAC address, the MP can choose to obtain per group encryption key at that point or wait until a local event occurs that will cause it to join the multicast tree. A few local events that cause multicast forwarding to a group address set-up are:

· Frame received destined to that Group MAC address,

· Frame received sent from that Group MAC address, or

· Policy configured on node to pre-associated a set of group MAC addresses if heard from remote sites.

A multicast group will have a multicast group leader for security. The group leader can be pre-configured for a range. The group leader forms a guaranteed place to concentrate on-demand securing to for the group.

The link access protocol is based 802.11i RSNA security and supports centralized and distributed 802.1X based authentication and key management. An optional field in the RSNA information supports the secure multicast key (M-RSN ie field).

10.1.2 Authentication of Pre-Association Management Frames prevents Forgery

Prior to the security association, none of the control frames passed across links are encrypted. All Management frames need to be protected against forgery. Post security association, the management frames are protected via encryption.

Forgery can be impacts the data security and the scalability of the node. Repeated sending of bogus management frames can impact the resources used by each mesh point. The mesh point requires time to process and discard bogus management frames. In order to reduce overhead for processing pre-associated frames from a network with the same mesh id (probably a pre-configured mesh id), an optional authentication key can be used for packets that are received. Forgery can be intention or accidental.

Accidental forgery can occur in some operational deployments with multiple WLAN mesh networks will be deployed with multiple vendor equipment will be utilized. These networks may be deployed with the same pre-configured wireless mesh ID. A network manager can configure MD5 authentication keys into the box to protect the pre-association day from forgery.

Intentional or malicious forgery can be specific attacks on mesh points to deny service (Denial of Service (DOS) attacks) or to break into the pre-associated data. DOS attacks can take take precious resources away from the Mesh Point.

Mesh management frames are in general in clear text except for Disassociation Request, Mesh Report, and Action, which are protected by M-PTK. Management frames send in clear text the pre-association phase are: Probe Request/Probe Response, Association Request/Association Response, and Mesh Beacon frames. Of these frames, the Probe Request only contains requests for information. The MD5 authentication protects the integrity of the information passed back in management frames for:

· Mesh Beacon,

· Probe Request/Probe Response,

· Association Request/Association Response,

Each of these management frames contains the authentication ie field that contains the authentication value.

The Mesh Probe Request will not be authenticated. Protection against intentional or malicious forgery can utilize other mechanism to DOS attacks without adding the burden of an authentication field. For example, repeat Mesh Frame Requests can be detected and tossed. If the Mesh Probe Requests a non-authenticated Mesh probe response when an authentication is required, the Mesh Probe Request can be ignored.

A HMAC MD5 encryption key is proposed as the initial cryptographic technique to be deployed by this proposal. A pre-shared key is calculated over the Frame Body, and Frame header.

10.1.3 RSNA Esablishment

Prior to association, each MP exchanges: RSN ie information, AS connectivity information, and optionally (for MTK/MMK) M-RSN ie information. Any MP that assumes the authenticator role may also host the AS. As a result, mesh points SME may establishes an RSNA in one of the three ways: distributed, centralized or pre-configured. The 802.1X mechanisms pass keys for PTK, GTK, NTK, and pre-configured MAC address based MMK/MTK. Additional the Multicast group keys may nominate a “Group Leader” for security that forms a secure hub for authentication. Section 9.1.3.4 covers the RSNA establishment mechanisms in the face of this authentication.

As described in section 7.x on mesh discovery these message exchanges can occur in several different message scenarios: nominal passive, nominal active, special passive and special active. This section does not repeat those scenarios. This section describes the mechanisms for RSNA establishment for distributed, centralized and pre-configured. Section 7.1 also indicates that if both MPs indicate that they are authenticators, they utilize the beacon to negotiate the Authentication. Section 9.1.4 describes this negotiation process.

10.1.3.1 Distributed 802.1X authentication model

 When using the distributed IEEE 802.1X AKM in a WLAN Mesh, a MP’s SME establishes an RSNA by:

1. Identifying a peer MP as being RSNA capable from the peer’s Beacon or Probe Response frames.

2. Elect a authenticator based on the information in the peer’s Beacon or Probe Response frames

a. Authenticator with highest AS priority and lowest IP address is elected as authenticator for pair

b. If no AS priority exists, it is determined to be zero.

3. Invoking an Open systems authentication

a. The cipher suites are negotiated between peers to be mutually agreeable during the association process.

4. The authenticator MP use 802.1X to authenticate with the AS associated with the other MP’s (via various passive or active scenarios). If non-mutual authentication occurs, the supplicant may also authenticate to the other MP’s AS if it exists. If two authentications occur, each MP is done separately and independently.

5. Each MP’s SME establishes temporal keys (PTK, GTK, NTK, MTK) by excuting the key management algorithm using the protocol defined in 802.11ma 8.5.

6. Both MPs use the agreed-upon temporal key portion of the PTK and pairwise cipher suite from one the exchanges to protect the link for unicast traffic. Broadcast traffic is protected by the GTK. Multicast traffic is either protected by GTK and optionally NTK or MTK keys.

7. In the case of a Mesh AP, the MESH AP (MAP) may take on the authenticator role for legacy stations for PTK, GTK, NTK or MTK.

10.1.3.2 Centralized 802.1 Authentication Model

When using a centralized IEEE 802.1X AKM in a WLAN mesh, a MP’s SME establishes an RSNA via the following steps:

1. The MP is identified as being RSNA capable and as connected to an AS.

a. The RSN ie field gives the hints for the PTK, GTK, and NTK

b. The M-RSN ie field gives the hints for the MMK/MTK for known MAC groups

2. Elect an authenticator for the connection based on information in the peer’s Beacon or Probe Response frames

a. Authenticator with highest AS priority and lowest IP address is elected as authenticator for pair.

b. If no AS priority exists, it is determined to be priority zero.

3. The Mesh Point’s SME invokes Open System Authentication.

a. The MP negotiates cipher suites during the association process, as described in 802.11ma sections 8.4.2 and 8.4.3.

4. The authenticator MP uses 802.1X to authenticate with the AS associated with the other MP’s (via various passive or active scenarios) as decribed in 802.11 ma section 8.4.6 and 8.4.7. The supplicant’s MP may also authenticate to the the AS associated with the other MP, if it exists.

a. Both 802.11X authentications may occur independently.

b. The location of the AS as collocated with an MP or available across a secure connection is an implementation detail and beyond this specficiation. This proposal will support both.

5. Each MP’s SME establishes temporal keys (PTK, GTK, NTK, MTK) by excuting the key management algorithm using the protocol defined in 802.11ma 8.5.

6. Both MPs use the agreed-upon temporal key portion of the PTK and pairwise cipher suite from one the exchanges to protect the link for unicast traffic. Broadcast traffic is protected by the GTK. Multicast traffic is either protected by the GTK, NTK or MTK.

7. In the case of a Mesh AP, the MESH AP (MAP) may take on the authenticator role for legacy stations for PTK, GTK, NTK or MTK.

10.1.3.3 Pre-configured Authentication Mode

When using pre-configured keys, the following steps are taken to create RSNA association:

1. The MP identifies the peer as RSNA capable from the peer’s Beacon and Probe Response frames.

2. Elect an authenticator for the connection based on information in the peer’s Beacon or Probe Response frames

a. Authenticator with highest AS priority and lowest IP address is elected as authenticator for pair.

b. If no AS priority exists, it is determined to be priority zero.

3. The Mesh Point’s SME invokes Open System Authentication.

4. Both MPs use PSK (pre-shared keys) to establish Temporal keys (PTK, GTK, NTKneighbor, MTKmac)

10.1.3.4 Group Reconfogured Authentication Mode

1. The MP is identified as being RSNA capable and as connected to an AS.

a. The RSN ie field gives the hints for the PTK, GTK, and NTK

b. The M-RSN ie field gives the hints for the MMK/MTK for known MAC groups

2. Elect an authenticator for the connection based on information in the peer’s Beacon or Probe Response frames

· If both MPs indicate authenticator process, chose the authenticator with the Group Leader flag.

· If both MPs have the same status for the group leader flag (on/off), chose the Authenticator with highest AS priority and lowest IP address is elected as authenticator for pair.

i. If no AS priority exists, it is determined to be priority zero.

3. The Mesh Point’s SME invokes Open System Authentication.

a. Depending MP negotiates cipher suites during the association process.

4. The authenticator MP uses 802.1X to authenticate with the AS associated with the other MP’s (via various passive or active scenarios) as decribed in 802.11 ma section 8.4.6 and 8.4.7. The supplicant’s MP may also authenticate to the the AS associated with the other MP, if it exists.

a. Both 802.11X authentications may occur independently.

b. The location of the AS as collocated with an MP or available across a secure connection is an implementation detail and beyond this specficiation. This proposal will support both.

c. SME for either MP may choose to authenticate MMK/MTK information to an AS associated with the MP that is associated with the Group leader.

5. Each MP’s SME establishes temporal keys (PTK, GTK, NTK, MTK) by excuting the key management algorithm using the protocol defined in 802.11ma 8.5.

6. Both MPs use the agreed-upon temporal key portion of the PTK and pairwise cipher suite from one the exchanges to protect the link for unicast traffic. Broadcast traffic is protected by the GTK. Multicast traffic is either protected by the GTK, NTK or MTK.

7. In the case of a Mesh AP, the MESH AP (MAP) may take on the authenticator role for legacy stations for PTK, GTK, NTK or MTK.

10.2 Security for Different Types of Data Paths

Most of the mesh frames are protected by encryption keys that are generated during discovery process. The following sections describe how each mesh frame type is protected.

10.2.1 Mesh Management Frames Security

Mesh management frames are in general in clear text except for Disassociation Request, Mesh Report, and Action, which are protected by M-PTK. In the case where Mesh Report and Action frames are multicast to from a MP to all of its neighbors, they will be protected by M-GTK or M-NTK if it is available.

Management frames such as Probe Request/Probe Response, Association Request/Association Response, and Mesh Beacon frames are in clear-text so that discovery process can be complete successfully.

However, the can be protected by the existing M-PTK during the re-key process.

Optionally, the data carrying frames (Mesh Beacon, Mesh Probe Response, Mesh Report and Mesh Association) can be MD5-authenticated to ensure the integrity of these frames during discovery process. Each of these management frames carries an authentication ie field that contains the result of the cryptographic message digest.

The Mesh Probe request carries a a mesh ie indicator field indicating whether the Probe Response requests this optional MD5-authentication of the Probe Response.

10.2.2 Mesh Control Frames

Control frames are always protected by either M-PTK if they are unicast or M-GTK if they are broadcast. By default, all control frames multicasted are encrypted by the M-GTK. The exception to this default is the availability of a M-NTK for local multicast to neighbors or a MTK for the specific Group MAC address.

If the M-NTK is available and control frames are multicast to an MP’s neighbors, they will be protected by the M-NTK originating from the MP.

If a routing protocol utilizes a pre-known global multicast group MAC Address (such as All-MESH-MP-H-LSPV-Routers), then the MAC address may be pre-configured to be secured via the MMK/MTK for that multicast group.

10.2.3 Mesh Data Frames

 Mesh data frames are always protected. For unicast frames, M-PTK is used for encryption/decryption from one MP to the next one. For tunneled unicast frames, prior to sending the packet into a tunnel a encryption/decryption is performed at the ingress/egress MP’s if there is an encryption key for the tunnel. The tunnel is treated as a virtual link so 1 encryption is sufficient.

Multicast data frames are protected by either GTK or NTK or MTK if it is available.

Multicast MAC Addresses may be forwarded over direct mesh links or tunnel links. The encryption of the data is determined at the point the data is forwarded over a link. Encryption via GTK, NTK or MTK key depends on the multicast forwarding.

As an example of this encryption mechanism, the multicast forwarding in the wireless mesh in Figure 9-3 connects Multicast senders/receivers to a Multicast group address. The senders/receivers are A, B, C, and N Mesh Point Forwarding at MP1, MP2, and MP3. Mesh point N creates a tunnel between the MP1 and Mesh Point N to send multicast MAC farmes. For clarity, mesh point N links are denoted “D” for direct links and “T” for tunneled links. Multicast Data sent from Node N to the multicast group utilizes the tunnel link “T”. This Tunnel link goes through MP6. MP6 has a unicast mid-tunnel forwarding entry for all packets that the tunnel carries.

Data sent into the tunnel at Mesh Point N uses PTK to encrypt forward unicast frames and either GTK, NTK or MTK to encrypt forward multicast frames. The tunnel frame consists of:

· RA and TA (source) – hop by hop destination across the nodes that form the tunnel

· DA and SA – final destination and source for packet.

· Tunnel Egress MP address and Tunnel Ingress MP Address – two ends of the virtual interface for the tunnel.

As data enters a tunnel, the WEP key gets set to zero because no encryption of the packet is no valid on the hops through the tunnel.

However, the packet is encrypted and tunnel WEP flag (pre-configured on each end of the tunnel or set in the frame). When the packet reaches the remote end of the tunnel (Egress MP address), it will decrypt the frame according to the tunnel WEP flag value. If the frame has a destination address (Egress MP address) with a Unicast MAC Address, the Tunnel uses the PTK for the virtual tunnel link. If the frame is being sent ot a Multiast group (group MAC address in Egress MP address), the tunnel ingress uses one of the multicast encryption keys (GTK, NTK, or MTK) to encrypt the packet depending on the keys set-up for the link.

On the remote side, the frame is decrypted – a tunnel WEP flag (either pre-configured or set in frame). If unicast encryption is being used, it should be checked that Egress MP address is a unicast MAC address.

A PTK encryption key for the tunnel is used. If Egress MP address is a multicast address, the tunnel WEP flag uses the logic in section 9.1.1.3.

10.3 Mesh Association and Keys

The following keys are used in a mesh for encrypting/decrypting mesh frames:

· M-PTK (Mesh Pairwise Transient Key) – used for protecting mesh frames exchanged between two mesh neighbors

· M-GTK (Mesh Group Transient Key) – used for protecting broadcast mesh frames and multicast mesh frames if no M-MTK is created, and used for protecting local neighbor multicast of mesh control frames if no M-NTK is created

· M-NTK (Mesh Neighbor Transient Key) – used for protecting multicast mesh frames to all neighbor of a mesh node of mesh, such as routing topology

· M-MTK (Mesh Mutlicast Transient Key) – used for protecting of mesh frames to all MP supporting multicast group

The generation of M-PTK, M-GTK and M-NTK keys is done in a 4-way handshake similarly to the 802.11i after 802.1x authentication is complete. M-MTK is created during the creation of a multicast group.

 Note, M-NTK and M-MTK are optional key.

10.3.1 RSNA keys Exchange PTK, GTK

The establishment of required keys between a supplicant and a authenticator is shown PTK and GTK for a particular node follows the basic sequence shown in diagram 9-x below as a diagram between a supplicant MP and a Authenticators MP.


[image: image80]
10.3.2 Keys exchanged for PTK, GTK, and an NTK per peer.

In the case when both mesh neighbors support M-NTK, the handshake procedure is as follows between an MP1 Supplicant and an MP2 Autheneticator.


[image: image81]
The Encrypted NTK-Aspirant is the neighbor key from the MP1 supplicant that will be used when MP1 sends local Multicast data. The Encrypted NTK-Member is the neighbor MP2 will use when sending local Multicast data.

10.3.3 Keys exchanged with PTK, GTK, NTK per Mesh point, and MMK/MTK (pre-configured MAC addresses)

In this diagram, MP1 and MP2 exchange only 1 pre-configured key Multicast group key. Multiple pre-configured keys are possible, and will follow the same flow. However, for ease of reading of the diagram the each MP only sends one MAC key.


[image: image82]
10.3.4 MTK Set-up Group

· Multicast Group Data

· Encrypted/De-Encrypted at A,B,C only 

· Only A,B,C need to obtain the MTK

· PF between A,B,C only forward encrypted multicast Data 

· Multicast group is detected on MP & secure flag is set on multicast group

· MAC address is included in Hello frame & distributed in routing protocol with flag that indicates the group is secure/pending

· Mesh members are detected without multicast data flowing  (nodes A, B and C in example)

· Mesh association begins from each node 

· Multicast group leader initially secures the multicast group

· Aspirant-MP sends MP association to the Group Leader

· With RSN-ie & M-RSN-ie hints

· EAPOL occurs

· M1, M2, M3, M4 steps occur to install (MMK) and MTK for this group

· Mesh Group members are signaled

· Mesh Group members are signaled that MP member has arrived via the routing message in the Group MAC message

10.4 Key Update and Re-Key

Keys used in mesh are updated based on:

· a pre-configuration time interval,

· change of MP membership

· A change of multicast group membership, or

· A SME event (such as a IDS suspicion of intrusion.)

10.4.1 Re-keying based on a timer or change in MP membership

For example, a pair of neighbors is re-associated after a certain period of time to re-established M-PMK (after a 802.1x re-authentication), and M-PTK (after a 4-way handshake).

M-GTK is updated based on a pre-configured interval. The responsibility of initiating an update of M-GTK is that of a pre-elected MP-Secuiriy Designated Router. The MP-Security Designated Router is determined by the following process:

· Elect the MP with the associated AS with the highest priority

· If a tie occurs between AS values, use the MP with the lowest Mesh Point ID

· AS prority of zero is not used, but reserved for MP’s with no AS association.

· Elect a Back-up MP-Security Designated Router as runner up based on the same priority scheme.

· If the main MP fails, switch over to the Back-up.

· If a new MP arrives with a better AS value, switch to that MP.

· During a grace period of the switch over process between MP Security DRs (XXX time), obey the both BDR requrest for re-keying

· If no MPs have an Associated AS, pick the lowest Mesh Point with AS priority of zero (no AS).

A group key update message is sent from the MP-security DR to the rest of the MP in the same mesh. This message is protected by the existing M-PTK between each pair of the mesh points. If M-NTK is available, it can be used in protecting the new M-GTK when a MP multicasts the group key update message to its neighbor.

M-NTK can be updated the same time during mesh re-association. It can also be updated by a MP to all of its neighbors in a simple 2-way (update/ack) handshake. This handshake is protected by the existing M-NTK.

M-MTKm is updated by the Group leader for the MP-MTKmac address. The group leader is selected by:

· First MP with Group MAC MTK with Security Group leader flag,

· If two MPs are announced with the Group leader flag, a leader election election occurs using the: Highest AS priority (0 = none, 1-n). If a tie occurs, the lowest mesh point ID win breaks the tie.

· Using this election algorithm, a Group leader is elected.

· If the Group leader fails, the Back-up Group leader takes over being the secure point.

· If a better group leader arises, the new group leader will be elected.

The switching a MTK Security Group leader involves allowing a certain time for the routing system to distribute the information on the Group leader. The Former group leader will respond to security requests for a period of time.

10.4.1.1 Re-keying times

	Key
	Established
	Initial 
delay for association
	Impact of short term failures 
	When it will be dropped
	When key drop timer started
	Timer for dropping

	PTK
	After association
	yes
	 Keep
	Link Inactive, Down 
	Local Link Down
	Local Link Down

	GTK
	After association
	Yes
	Keep 
	Link Inactive

Down
	All Local links down
	Local links

Down timer 

On last link

	NTK
	After association
	Yes 
	Keep 
	Link Inactive down
	All Local Lnks down
	Local Links down timer on last link

	MTK
	Association required when member joins the multicast group

Re-association required when Multicast member leaves & drop timer expires 
	Delay occurs after initial set-up  
	Keep

Keep 
	Pre-Configured: Not dropped

Not pre-configured: 

MAC address disappears for  Secure MAC down key 
	Pre-configured: 

Only when key cache gets to big

Not pre-configured: 

MAC disappears for “Secure MAC down” timer
	pre-configured: no drop.

Not pre-configured: 

MAC disappears for “secure MAC down timer” 


10.4.2 Re-keying times during failures

	Key
	Node connection established re-keying times
	Initial delay for association
	Impact of short term failures 
	When it will be dropping
	When key dropping

Timer started
	Timer for dropping

	PTK
	With beacon as part of hello
	yes
	Keep
	Link Inactive, Down 
	Local Link Down
	Local Link Down

	GTK
	With Beacon as part of hello
	Yes
	Keep 
	Link Inactive

Down
	All Local links down
	Local link Timer on last link

	NTK  
	With Beacon as part of hello 
	Yes 
	Keep 
	Link Inactive

Down
	All Local links down
	Local link Timer on last link

	MTK – on-demand
	Association required when member joins the multicast group

Re-association required when Multicast member leaves & drop timer expires 
	Delay occurs after initial 
	 Keep 
	Pre-configured: not dropped


	Pre-configured: when cache exceeded
	Secure MAC  down

	MTK pre-configured
	Association required when member joins the multicast group

Re-association required when Multicast member leaves & drop timer expires 


	No delay as is set up prior to first establishment


	Keep
	Pre-configured: not dropped


	Pre-configured: when cache exceeded


	Secure MAC  down




10.4.3 Change in multicast membership

An MP can learn about new multicast address based on Layer 2 data packet snooping or beacon information or routing protocol information.  Upon detection a Group MAC address that policy indicates should be encrypted, the MP can request a re-association to obtain the MMK key.

Optional an MP may gather MAC address until its next re-keying interval.

10.4.4 SME event

A MP SME can determine that re-keying is critical based on implementation specific information.  A few types of events that may cause this are reconfiguration or evaluation of statistics.

10.5 Optional MD5 Authentication Methodology

To ensure the integritity of mesh management frames during mesh association process, an optional MD5 authentication can apply to mesh beacon frame, mesh probe request/response frames, and mesh association request/response frames. A comman pre-shared key needs to be configured for all MP’s for this purpose.

The following diagram shows an example of mesh neighbor discovery with MD5-Authenticated management frames.
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Multicast tree after re-calculation
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�e can be determined for any message sequence that an implementation may use.
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