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Abstract

This document specifies the Just-In-Time 2-phase association proposal for Fast BSS transition.
Table of Contents

41.1
Contributors

1.2
Revision History
5
1.3
Working Notes and Issues
5
2
Introduction
5
2.1
Background
5
2.2
Definitions and Assumptions
6
2.3
Roaming Architecture Description
6
2.4
Overview of Transition Mechanisms
8
2.4.1
Motivation
8
2.4.2
Assumptions and Overview
9
2.4.3
JIT
9
2.4.4
Query + JIT
10
2.4.5
Reservation + JIT
11
2.5
Transition Mechanism during Voice Flow
12
3
Frame Formats
13
3.1
Beacon frame format
13
3.2
Disassociation frame format
14
3.3
JIT Authentication frame format
14
3.4
Reassociation
15
3.4.1
Reassociation Request Frame Body
15
3.4.2
Reassociation Response Frame Body
15
3.5
Probe Response frame format
16
3.6
Management Frame Body Components
16
3.6.1
Information Elements
16
3.6.2
Capability information field
16
3.6.3
Extended Capability information field
17
3.6.4
Status codes
18
3.6.5
JIT Action Frame Count IE
18
3.6.6
Encapsulated 802.1X IE
18
3.6.7
Network Access Server Identifier (NAS ID)
18
3.6.8
Roaming Information Element
19
3.6.9
Return Interval IE
20
3.7
JIT Resource Reservation Request/Response
20
3.7.1
JIT Reservation Request
21
3.7.2
JIT Reservation Response
21
3.7.3
Authentication and Key Management (AKM) suites
22
3.7.4
PMK Request Information Element
22
3.7.5
PMK Response Information Element
23
4
Security
24
4.1
JIT Keying
24
4.1.1
JIT Key Hierarchy
24
4.1.1.1
Local Session Key (Informative)
25
4.1.1.1.1
SessionId (Informative)
25
4.1.1.1.2
Local Session Key Construction (Informative)
26
4.1.1.1.3
LskId (Informative)
26
4.1.1.2
Local Confirmation Key (Informative)
26
4.1.1.3
Pairwise Master Keys
27
4.1.1.4
JIT AuthenticatorKck and AuthenticatorKek (Informative)
28
4.1.1.5
Pairwise Transient Key
28
4.1.1.6
JIT Key Derivation Function
28
4.1.2
Key Holders
29
4.1.2.1
LPS
29
4.1.2.2
AS-LPS Interface
29
4.1.2.3
AP Authenticator-LPS Interface
29
4.1.3
JIT PMK Provisioning Message Formats
30
4.1.3.1
LskRequest Message (Informative)
30
4.1.3.2
LskResponse Success Message (Informative)
30
4.1.3.3
LskResponse Failure Message (Informative)
31
4.1.3.4
RADIUS and Diameter Encaspulation of LskRequest and LskResponse Messages (Informative)
32
4.1.3.5
PmkRequest Message
32
4.1.3.6
PmkResponse Success Message
33
4.1.3.7
PmkResponse Failure Message
34
4.1.4
Protocols
35
4.1.4.1
LSK Provisioning Protocol (informative)
35
4.1.4.2
PMK Establishment Protocol
36
4.1.4.3
PTK Establishment Protocol
36
4.1.5
JIT Key Usage
36
4.1.5.1
Advertisements
37
4.1.5.2
Initial Contact PMK Provisioning
37
4.1.5.3
Reassociation PMK Provisioning
37
4.2
Optimized 4-way handshake
38
4.2.1
EAPoL Keying Changes
39
4.2.2
Pre-Computing PTK and ANonce Algorithm
40
4.2.2.1
Procedure for ANonce at AP Authenticator
40
4.2.2.2
Procedure for ANonce Algorithm at STA Supplicant
40
5
QoS
41
5.1
Roaming in QBSS Environment
41
5.1.1
QBSS Overview
41
5.2
Usage Scenario for flow with JIT
41
5.2.1
JIT Message Flow
41
5.3
Usage Scenario for flow with Query + JIT
42
5.3.1
Query + JIT Message Flow
43
5.4
Usage Scenario for flow with Reservation + JIT
44
5.4.1
Reservation + JIT Message Flow
44
6
Roaming Description
45
6.1
Capability Negotiation and Policy
45
6.2
Just In Time (JIT) Transition Mechanism
47
6.2.1
QoS procedures at the non-AP QSTA
47
6.2.2
QoS procedures at the RAP
48
6.2.3
Procedures for a RSNA enabled RAP and RSTA
49
6.3
Query with JIT Mechanism
49
6.3.1
QoS procedures at the non-AP RSTA
49
6.3.2
QoS precedures at the RAP
50
6.3.3
Procedures for a RSNA enabled RAP and RSTA
51
6.4
Reservation with JIT Mechanism
51
6.4.1
QoS Procedures at the non-AP RSTA
51
6.4.2
QoS Procedures at the RAP
51
6.4.3
Procedures for a RSNA enabled RAP and RSTA
54


List of Figures
8Figure 1 Representative Roaming Topology


10Figure 2 Message flow for a successful JIT BSS-Transition.


11Figure 3 Example message flow for a successful BSS-Transition using the Query mechanism.


12Figure 4 Example message flow for a successful BSS-Transition using the Reservation mechanism.


13Figure 5 Transition Mechanism in a Voice Call Flow


14Figure 6 Advertised NAS Identifier


14Figure 7 Disassociation Frame Body


14Figure 8 Reason Codes


14Figure 9 IEEE 802.11 Authentication frame body


15Figure 10 Presence of Challenge text information


15Figure 11 Reassociation Request Frame Body


16Figure 12 Reassociation Response Frame Body


16Figure 13 Advertised NAS Identifier


16Figure 14 Information Element Summary


16Figure 15 Capability Information Fixed Field


17Figure 16 Extended Capability Information Element


17Figure 17 Extended Capabilities Field


18Figure 18 Extended Capabilities Field Descriptions


18Figure 19 JIT Status Codes


18Figure 20 JIT Action Frame Count information element


18Figure 21 Encapsulated 802.1X EAPOL-Key information element


19Figure 22 NAS Identifier information element


19Figure 23 Roaming information element


19Figure 24 Roaming Mechanism Field


19Figure 25 Roaming Mechanism Field Descriptions


20Figure 26 Backend Network Infrastructure Information Field


20Figure 27 Return Interval IE


20Figure 28 LLC Ethertype


21Figure 29 Resource Reservation Request/Response Header


21Figure 30 Frame Header Address Assignments for JIT Reservation Request


21Figure 31 Reservation Request Packet Payload


21Figure 32 Frame Header Address Assignments for JIT Reservation Response


22Figure 33 Reservation Response Packet Payload


22Figure 34 AKM Suites


22Figure 35 PMK Request IE


23Figure 36 PMK Response IE


25Figure 37 JIT Key Hierarchy


30Figure 38 LskRequest Message


30Figure 39 LskResponse Message


31Figure 40 LskResponse Failure Message


32Figure 41 PmkRequest Message


33Figure 42 PmkResponse Success Message


34Figure 43 PmkResponse Failure Message


39Figure 44 Optimized 4-way Handshake with Processing Steps


39Figure 45 EAPOL Key Data Encapsulation


42Figure 46 JIT QoS Description of Message Flow


43Figure 47 Query + JIT QoS Description of Message Flow


44Figure 48 Reservation + JIT Description of Message Flow


45Figure 49 Roaming capabilities advertisement alternatives


52Figure 50 MLME SAP for QoS at RAP


53Figure 51Hold Timer for QoS at RAP


53Figure 52 Hold Timer with MLME-Associate




1.1 Contributors

	Name
	Company
	Address
	Phone
	Fax
	Email

	Nancy Cam-Winget
	Cisco Systems
	3625 Cisco Way

San Jose, CA 95134
	+1-408-853-0532
	+1-408-853-0532
	ncamwing@cisco.com

	Rajneesh Kumar
	Cisco Systems
	170 West Tasman Drive.

San Jose, CA 95124
	+1-408-527-6148
	+1-408- 527 1708
	rajneesh@cisco.com

	Kapil Sood
	Intel
	2111 NE 25th Ave, JF3-206, Hillsboro OR 97124
	+1-503-264-3759
	+1-503-264-4230
	Kapil.Sood@intel.com

	Jesse Walker
	Intel
	2111 NE 25th Ave, JF3-206, Hillsboro OR 97124
	+1-503-712-1849
	+1-503-264-4230
	Jesse.Walker@intel.com

	Emily Qi
	Intel
	2111 NE 25th Ave, JF3-206, Hillsboro OR 97124
	+1-503-264-7799
	+1-503-264-4230
	Emily.H.Qi@intel.com

	Michael Montemurro
	Chantry Networks
	1900 Minnesota Ct, Suite 125, Mississauga, ON. Canada
	+1-905-567-6900 x237
	+1-905-567-9900
	mike@chantrynetworks.com

	Chris Durand
	Spectralink
	Spectralink
5755 Central Avenue
Boulder CO 80301
	+1-303 583 5322
	+1-303 443 1746
	cdurand@spectralink.com

	Keith Amann
	Spectralink
	Spectralink
5755 Central Avenue
Boulder CO 80301
	+1-303 583 5322
	+1-303 443 1746
	kamann@spectralink.com

	Mike Moreton
	ST Microelectronics
	Abbey House, 1650 Arlington Business Park, Theale, Reading, RG7 4SA
	+44 (0)118 929 8129
	+44 (0)118 929 8009
	mike.moreton@st.com

	Paul Newton
	ST Microelectronics
	Abbey House, 1650 Arlington Business Park, Theale, Reading, RG7 4SA
	+44 (0)118 929 8129
	+44 (0)118 929 8009
	paul.newton@st.com

	Randy Chou
	Aruba Networks
	
	
	
	

	Florent Bersani
	France Telecom
	France Telecom R&D, 
38 avenue du General Leclerc,
92794 Issy Les Moulineaux Cedex 9

France
	+33 1 45 29 54 06
	
	florent.bersani@rd.francetelecom.fr

	Artur Zaks
	Texas Instruments
	
	
	
	arturz@ti.com


1.2 Revision History
	Revision
	Comments
	Date

	v0-00
	KS: Initial Draft
	21 October 2004

	v0-01
	KS: Revision to fine tune sections and assign owners
	18 November 2004

	V0-02
	KS: Intial Compilation of text
	24 November 2004

	v0-03
	KS: Additional Text
	1 December 2004

	v0-04
	MM: Text Integration
	10 December 2004

	v0-05
	KS: Final Text merges into preliminary draft
	17 December 2004

	
	
	


1.3 Working Notes and Issues

2 Introduction

2.1 Background

This document specifies the Just-In-Time (JIT) 2-phase association proposal for the Fast-BSS-Transition mechanism.
A subset of Wireless Local Area Network (WLAN) applications is more sensitive to even momentary loss of connectivity when a station (STA) moves from one Access Point (AP) to another (e.g. VoIP). This process is known in the industry as roaming or more specifically, basic service set (BSS) transition. New amendments to the IEEE 802.11 standard such as IEEE 802.11e (quality of service) and IEEE 802.11i (RSNA) require increasing amounts of state to be established before the STA can transmit and receive data. The protocol overhead to establish STA state data connectivity increases the amount of time it takes to transition between AP’s and affects latency and jitter sensitive applications.

The purpose of this work is to enhance the 802.11 Medium Access Control (MAC) layer to minimize the amount of time data connectivity between the Station (STA) and the Distribution System (DS) is lost during a Basic Service Set (BSS) transition. The scope of this proposal applies only to the STA<->Access Point (AP) connection state within the same Extended Service Set (ESS), and will not apply to the Independent Basic Service Set (IBSS) case. Determination of the need for a BSS transition, selection of which AP to BSS transition to (with the exception of the advertisement of the availability of fast BSS transition services to the STA), and determination of when to BSS transition are all outside the scope of this proposal. 

Based on current and proposed amendments to the 802.11 standard, the general roaming process consists of five stages: scanning; 802.11authentication; re-association; PTK derivation – four-way handshake; and QoS admission control. The scanning process can occur at any time before the transition occurs. The STA can actively or passively scan for other AP’s in its vicinity that are part of the same ESS. At some point in the process, the STA choses a roaming candidate and authenticates with a target AP. During this time, the STA can still exchange data with the DS through its current AP. The STA sends a re-association message to establish a connection at the target AP. The STA and the AP generate session keys based on an 802.1x authentication (which could be through pre-authentication and key caching), which allows the STA to exchange data with the DS. The STA then issues a QoS admission control request using an 802.11 action frame to re-establish its QoS streams. 

The purpose of this proposal is to refine the roaming process to minimize the time interval where the STA has lost data connectivity to the DS. It optimizes the 802.11 protocol to allow a TGr-enabled STA to establish security and QoS state at a new TGr-enabled AP with minimal connectivity lost to the DS. The overall changes to the protocol will not introduce any new security vulnerabilities beyond the current 802.11 standard and its amendments. It preserves the behaviour of legacy STA and AP’s. 

2.2 Definitions and Assumptions
AuthenticatorName – the authenticated identity of the 802.1X Authenticator, typically the NAS-ID

Just-In-Time (JIT) – The optimised 4-way handshake and re-association procedure to effect the fast BSS transition.

Local Confirmation Key (LCK) – the top of the JIT key hierarchy keying material used to protect bindings between the Supplicant and the LPS.

Local Policy Server Identifier (LPS ID) – the Identifier adverstised by RAPs of the Local Policy Server used to fulfil the resource requests, in particular, the PMK provisioning requests.

Local Session Key (LSK) – the top of the JIT key hierarchy keying material used to construct fresh  <STA, AP>  PMKs

LSKID – the LSK identifier used to name the PMK

Pairwise Confirmation Key (PCK) – keying material constructed from the LSK used to protect bindings during PMK provisioning between the AP and STA

Roaming-Enabled Access Point (RAP) – The access point (AP) capable of executing the fast BSS transition procedures, as defined in this standard proposal.

Roaming-Enabled Station (RSTA) – The non-AP station capable of executing the fast BSS transition procedures, as defined in this standard proposal.

SupplicantName – the authenticated identity of the Supplicant, typically the EAP-ID

2.3 Roaming Architecture Description

This proposal addresses BSS-Transition in a Robust Security Network between QAP’s.  It enables a means to:

· Minimize “over the air” latency by piggybacking resource allocation

· Minimize PTK computation and plumbing latencies by enabling the STA to pre-compute prior to re-association

· Enable an “Authenticated” re-association exchange

· Removes the 802.11i 4-way handshake race conditions

· Enables allocation of QoS resources at reassociation time
· Ensure compatibility with non-RSN and non-QoS STA’s and AP’s

The proposed amendment to the IEEE 802.11 standard is to refine the roaming process to minimize the time interval where the STA has lost data connectivity to the DS. The amendments include:

· A new roaming protocol which allows a STA and AP to allocate resources as part of the re-association; query for resources prior to association;  or reserve resources at reassociation time;

· A new key management framework for security which allows the STA and the AP to pre-compute the PMK;

· A mechanism which uses the new roaming protocol to perform PTK derivation at re-association time;

· A mechanism for allocating QoS resources at reassociation time using the new roaming protocol changes.

The proposal addresses solutions to two classes of network infrastructures from a QoS perspective: one where the roaming-enabled AP (RAP) is capable of provisioning QoS resources at re-association time; and another where the roaming-enable AP needs to query the network infrastructure before provisioning QoS resources. The proposal provides three alternative mechanisms for BSS-Transition: 
· Just-In-Time (JIT) Association where resources are allocated and committed during the re-association phase of the BSS-Transition. This solution would address the case where the AP was lightly loaded and the STA can determine resources are available from Beacon/Probe exchanges. This solution will work with pre-authentication as well as any new PMK provisioning mechanisms.
· Query + Just-in-Time Association where the resources are also allocated during the re-association phase of the BSS-Transition. This solution addresses the case where the AP was heavily loaded and the STA needs additional information on resource availability prior to completing the BSS-Transition.  This solution addresses networks with security backends that require explicit messaging for key provisioning or QoS backends that also require explicit messaging for resource availability queries.
· Pre-Reservation + Just-in-Time Association where the resources are allocated prior to re-association. This solution addresses the case where the infrastructure is under-provisioned; the back-end is slow; or the provider wants to offer guarantee service. This solution addresses networks with security backends that require explicit messaging for key provisioning as well as QoS backends that also require explicit messaging for resource availability queries.
This proposal does not specifically address the solution to when or where a STA will roam. There are other tools which give the STA information that could be used in making this decision. 

IEEE 802.11e enables the AP to convey QBSS IE in Probe responses/beacons. The QBSS IE has three fields which indicate the number of associated STA’s, the channel utilization for the BSS, as well as the available admission capacity. The QBSS metrics give information on the AP’s ability to accept new QoS streams.

IEEE 802.11k defines the neighbor reports, which can assist in optimizing scanning and give and indication of the load on each AP. 
A representative BSS-Transition topology is given in Figure 1. The topology consists of a number of RAP-enabled AP’s, an Authentication Server, and optionally, a Local Policy Management Server. Inter-AP communication over the DS is assumed to be protected and authenticated.   Access from AP to the Authentication Server and the Local Policy server is also done through the DS. The RAP-enabled STA has an established connection with the DS through AP1 and may have one or more QoS streams active. The STA has two potential roaming candidates, AP2 and AP3. The STA decides through scanning, 802.11k neighbor reports, and other means that the best candidate for roaming is AP2. The STA then executes one of the mechanisms defined in this proposal to complete the BSS-Transition to AP2.

The Authentication Server and the Local Policy Management Server are logical components. The Authentication Server provides centralized control of security for the network. The Local Policy Management server provides centralized control of resources in the network. For instance, the Local Policy Management server may be used to provision centralized QoS resource management, and security policy.
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Figure 1 Representative Roaming Topology

Inter-AP communication in this proposal is based on the following assumptions: 
1. The discovery mechanism for AP’s over the DS link is not specified.

2. Inter-AP communication is protected and integrity protected.
3. The endpoint for AP to AP communications will be handled through a new SAP and will interact with the MLME using newly defined primitives.

4. The AP’s will establish their connection prior to handling any fast BSS-Transtion requests.

5. The AP’s will forward messages to each other on behalf of the STA’s associated with either of the APs.

2.4  Overview of Transition Mechanisms

2.4.1 Motivation

The JIT scheme seeks to address a large spectrum of network configurations and conditions by offering flexible mechanisms through which mobile STAs can quickly adapt to the current environment. In addition, the JIT scheme seeks to lower or raise reassociation costs to current conditions, so that STAs pay for only the level of service they actually require.

It is expected that IEEE 802.11 networks supporting bundled and managed integrated services like voice-over-IP, will be adequately engineered with network resources and network elements, which facilitate secure and adequate deterministic quality of service (QoS) communication for their customers.  For such networks, which are expected to be about “90%” of all cases, the JIT mechanism will provide the fastest and cheapest transition mechanism.

All networks are subject to infrequent over-loading conditions, and intermittent periods of congestion.  For such networks, JIT has a 2-phase commit mechanism.  The first phase reserves resources prior to transition, followed by a phase 2 commit by the basic JIT mechanism. Reservation may also be required by policy.

The proposal also supports a Query mechanism. The Query mechanism can provision the STA’s PMK at the next AP, as well as provide the STA with more detailed QoS information that can help it determine whether a reservation is necessary or even possible.

A “Query” is performed by the STA with the next AP, directly over the air communication channel, while a Reservation occurs over an existing association and the DS. Note that when policy permits, JIT reassociation can back up a phase 1 reservation, in the case where the association fails prior to completion of a phase 1 reservation.
2.4.2 Assumptions and Overview

Fast BSS-Transition applies to scenarios where loss of data connectivity will have an effect on higher level applications. Applications in this class include voice, multimedia, and network gaming applications.  IEEE 802.11 networks that provide managed services, like voice must be well-engineered for both over the air and backend networks.  These networks are designed for considerations for peak, median, and standard network load conditions, and are therefore, engineered to provide an established quality of service for a predictable loading. Because of this, we may assume that most of the time, most next AP candidates are lightly loaded, and so a reservation scheme is usually unnecessary.

Under the current IEEE 802.11 standard and its amendments, fast-BSS transition addresses issues when IEEE 802.11e, and/or IEEE 802.11i are enabled.
2.4.3 JIT

Just-In-Time (JIT) is the basic mechanism for performing fast BSS transitions.  JIT involves using existing IEEE 802.11e (QoS) and IEEE 802.11k (Performance Measurements) components to discover the next AP for roaming, and follow this up with a re-association exchange. It optimizes IEEE 802.11i and IEEE 802.11e mechanisms to establish security and QoS for the association with the new AP.

JIT allows the STA to commit to the new AP and establish state using the reassociation message. JIT relies on the next AP toestablish new state for the STA in a timely manner, without having to rely on DS communications. Under JIT, STA can make a roaming determination based on information from scans, IEEE 802.11k mechanisms such as the neighbour reports, as well as information contained in QBSS load element.

In properly engineered networks, most AP’s are not fully loaded and if the STA acts promptly, resources won’t disappear before it commits its connection to the new AP.  
The JIT BSS-Transition mechanism reduces the overall number of exchanges required between the STA and the AP to accomplish the transition.  JIT allows Action Frame IE’s to be included in the re-association request so that the STA can establish QoS streams while it’s completing the BSS-Transition. It preserves the 802.11i key hierarchy, while allowing the STA to pre-compute PTK on the STA prior to reassociation. It also allows the STA and the AP to check security association liveness and GTK at reassociation time.
JIT uses the reassociation request and response to establish state at the new AP, and modifies the 4-way handshake to establish PTK’s for the new connection. The message sequence for JIT BSS-Transition is as follows:

· First, Reassociation Request, from STA to next AP

· Includes TSPEC information elements,

· Includes optimized IEEE 802.11i 4-way handshake message #2 with a new ANonce KDE

· Second, Reassociation Response, from AP to STA

· Includes TSPEC information elements

· Includes status

· Includes optimized IEEE 802.11i 4-way handshake message #3, with new ANonce and Challenge KDEs

· Finally, optimized IEEE 802.11i 4-way handshake message #4, with a new Challenge KDE.

The message flow for JIT transition is given in Figure 2. The STA uses other mechanisms beyond the scope of this proposal to make its roaming decision. The STA issues a reassociation request when it commits to the transition. The request contains any QoS action IE’s necessary to establish its existing QoS streams at the new AP. The STA also pre-computes the PTK and formulates message 2 of the 4-way handshake inside the re-association request. The AP allocates any QoS resources and responds to the STA in the reassociation response. The reassociation response contains the response to any action IE’s as well as message 3 of the 4-way handshake along with the GTK. The STA responds with message 4 of the 4-way handshake to complete the transition and un-block the 802.1x port.
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Figure 2 Message flow for a successful JIT BSS-Transition.

The JIT STA includes the PMKID it intends to use as part of the IEEE 802.11i 4-Way Handshake Message #2, and MICs the frame body contents of Reassociation Request message.  The AP verifies the integrity of this message, and MICs the frame body contents of the Reassociation Response message. The reassociation response contains a random challenge, which is echoed back in the integrity checked (MIC) EAPOL-Key 4-way message.  The random challenge proves session liveness.
2.4.4 Query + JIT

The query mechanism uses the Just-in-Time (JIT) reassociation protocol changes preceeded with a Query phase.  Query helps to improve STA transition under high network load conditions. Under certain conditions, the information in the QBSS IE may not be good enough for a STA to make its roaming decision. The Query phase provides a mechanism for the STA to query the AP for more information regarding resource utilization.  In certain architectures, the query can perform the important task of giving the AP an advanced indication that a STA is planning a transition.
The Query mechanism introduces a new IEEE 802.11 authentication type. The query phase takes place over-the-air directly with the next AP, and places the new AP into state 2.
An example message flow is given in Figure 3. The STA uses the new IEEE 802.11 Authentication type to query resources on the AP.  The STA, subsequently, uses the JIT phase to complete the BSS-Transition and establish data connectivity at the new AP.
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Figure 3 Example message flow for a successful BSS-Transition using the Query mechanism.
2.4.5 Reservation + JIT

A resource reservation mechanism provides a means of reserving resources at the new AP prior to the JIT re-association. Reservation addresses scenarios where the network policy or infrastructure dictates a guaranteed availability of resources.    Reservation phase is performed over-the-DS, using existing communication with the current AP.  Over-the-DS transport is proposed to address the following issues:

· Provide over the air protection of the resource request

· Enable the STA to stay on channel

· Enable the STA to continue undisrupted data traffic flow with the current association

The reservation mechanism is used by a STA to reserve resources prior to reassociation. It is intended for networks that are limited in resources, or provisioned by centralized policy management mechanisms that are too slow to respond to a JIT mechanism. The protocol has a reservation phase and a commit phase. The reservation phase is done over the DS, while the commit phase uses the JIT reassociation to complete the BSS-transition. 

The reservation mechanism can tie up network resources at multiple APs, and must be used judiciously. There must be backend co-ordination defined to prevent resource reservation attacks.

The reservation mechanism message flow is given in Figure 4. The STA uses the Resource Reservation Request/Response action frames to issue a reservation request for resources at the AP2 through its existing link with AP1.  AP1 delivers the request to AP2 using the DS, and delivers the response back to the STA. A successful resource request places the STA in state 2 at the AP2, removing the need to issue an 802.11 authentication message. The STA completes the BSS-Transition by using the JIT reassociation mechanism.
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Figure 4 Example message flow for a successful BSS-Transition using the Reservation mechanism.
2.5 Transition Mechanism during Voice Flow
The figure below depicts a scenario where the JIT proposal could be used. We assume that a 802.11 enabled mobile  had associated a with AP1.

1. It orignites a voice call after reserverving air resources by using 802.11e enhancements (ADDTS etc ). 

2. The voice call singaling and the RTP path setup occurs while the phone is associated with AP1.

3. During the voice-call the phone tries to “roam”.

4. It finds that AP2 is a potential AP to roam to.

5. It triggers a resource reservation mechanism or resource query mechanis as defined in  this specification.

6. A JIT association is initiated to roam to the new AP2 

7. The phone now connects to the back-end via AP2.
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Figure 5 Transition Mechanism in a Voice Call Flow
3 Frame Formats
3.1 Beacon frame format

The frame body of a management frame of subtype Beacon contains the information as shown in Table 5 and described in Clause 7.2.3.1 of the IEEE 802.11 1999 (Reaff 2003) standard specification and as amended in the IEEE Std 802.11i-2004 specification.  Optionally, for an RSN enabled RAP, the following information fields must be included:

	Order
	Information
	Notes

	22
	NAS ID
	Optional information element providing the 16 octet 802.1X Authenticator and if present, Local Policy Server for this BSSID


Figure 6 Advertised NAS Identifier

Informative Note:  To improve the discovery process for a BSS Transition, a roaming-enabled Access Point that is also a QAP must include the QBSS load element in its beacons. This requires that dot11QBSSLoadImplemented is always true when dot11QoSOptionImplemented is true for a roaming-enabled QAP.
3.2 Disassociation frame format

The frame body of a management frame of subtype Disassociation contains the information shown in Figure 7.

	Order
	Information

	1
	Reason Code


Figure 7 Disassociation Frame Body

Where the newly defined reason codes:

	Reason Code
	Meaning

	25
	TGr capability rejected per policy

	26
	Invalid QoS request

	27
	Invalid RSN request

	28-65535
	Reserved


Figure 8 Reason Codes
3.3 JIT Authentication frame format

A new algorithm number is specified to enable the JIT Query for resources.  The JIT Authentication exchange is only valid when the Query+JIT capability is enabled.  The body of a management frame of subtype Authentication contains the information as shown in Figure 9. 

The JIT Authentication algorithm allows a roaming-enabled station, RSTA with Query capability to query for available resources before it performs the JIT phase.  If the JIT Authentication algorithm is selected, the STA will include a list of IEs to query for resources. If Robust Security Network Association (RSNA) is enabled, the roaming-enabled STA would query for cached keying material. If QoS is enabled, the STA would query for available QoS resources.

	Order
	Information

	1
	Authentication algorithm number

	2
	Authentication transaction sequence number

	3
	Status code 1

	4
	Challenge text2 or JIT Action Frame Count 3

	5
	TSPEC IE3

	…
	(n) Other resource request IE’s (e.g. TSPEC IEs)

	5 + n + 1
	Return Interval IE

	5 + n + 2
	PMK (Request or Response)  IE3

	Notes:

1 – the status code information is reserved and set to 0 in certain Authentication frames as defined in Figure 10
2 – the challenge text information is only present in the Shared Key Authentication frames as defined in Figure 10
3 – this field is only present in the JIT Authentication frames as defined in Figure 10



Figure 9 IEEE 802.11 Authentication frame body

	Authentication Algorithm
	Authentication transaction sequence no.
	Status code
	Presence of fields 4 and beyond

	Open System
	1
	Reserved
	Not present

	Open System
	2
	Status
	Not present

	Shared Key
	1
	Reserved
	Not present

	Shared Key
	2
	Status
	Present

	Shared Key
	3
	Reserved
	Present

	Shared Key
	4
	Status
	Not present

	JIT
	1
	Reserved
	Present

	JIT
	2
	Status
	Present


Figure 10 Presence of Challenge text information

3.4 Reassociation

The reassociation request and response frame formats are enhanced to convey the respective requested and allocated security and QoS resources.

3.4.1 Reassociation Request Frame Body

The frame body of a management frame of subtype Reassociation Request contains the information shown in Figure 11 REF _Ref88744048 \h 
. The Ressociation request is used to establish the resources the STA need to complete its connection the fast BSS-Transition. If RSNA is enabled, the AP will include message #2 of the 4-way handshake to initiate the derivation of a PTK. If QoS is enabled with admission control, the AP may include a set of IE’s to request priority treatment of traffic streams at the new AP. If both QoS and RSNA are not enabled, the STA does not need to use JIT Action Frame Count and associated IE’s to complete its BSS-Transition to the new AP. 

	Order
	Information
	Notes

	1
	Capability
	As defined by 802.11 standard

	2
	Listen Interval
	

	3
	Current AP address
	

	4
	SSID
	

	5
	Supported Rates
	

	6
	Extended Supported Rates
	

	7
	Power Capability
	

	8
	Supported Channels
	

	9
	JIT Action Frame Count
	Specifies the number of IEs succeeding this IE and if present, protected by the 802.1X IE

	10
	Action IE #1
	An IE that is protected by the 802.1X IE; typically one requesting resources e.g. TSPEC IE

	…
	
	

	10 + n +1
	802.1X IE
	802.1X IE encapsulating EAPOL Key-Message #2


Figure 11 Reassociation Request Frame Body

The RSN IE is present in the 802.1X IE, and to avoid duplication, the RSN IE field has been removed from the previous IEEE 802.11 standards, in the re-association frame.
3.4.2 Reassociation Response Frame Body

The frame body of a management frame of subtype Reassociation Response constins the information shown in Figure 12 REF _Ref88744048 \h 
. The RAP uses the Reassociation Response frame to respond to the RSTA resource requests as well as Message #3 of the four-way handshake. The RAP will include Action IE’s in response to the Action IE’s included in the Reassociation request.

	Order
	Information
	Notes

	1
	Capability
	As defined by 802.11 standard

	2
	Status Code
	

	3
	AID
	

	4
	Supported Rates
	

	5
	Extended Supported Rates
	

	6
	JIT Action Frame Count
	Specifies the number of IEs succeeding this IE and if present, protected by the 802.1X IE

	7
	Action IE #1
	An IE that is protected by the 802.1X IE; typically one responding resources e.g. TSPEC IE

	…
	
	

	7 + n +1
	802.1X IE
	802.1X IE encapsulating EAPOL Key-Message #3


Figure 12 Reassociation Response Frame Body

3.5 Probe Response frame format

The frame body of a management frame of subtype Probe Response contains the information as shown in Table 12 and described in Clause 7.2.3.9 of the IEEE 802.11 1999 (Reaff 2003) standard specification and as amended in the IEEE Std 802.11i-2004 specification.  Optionally, an RSN enabled RAP may also include the following information fields:

	Order
	Information
	Notes

	22
	NAS ID
	Optional information element providing the 16 octet 802.1X Authenticator and if present, the Local Policy Server for this BSSID


Figure 13 Advertised NAS Identifier

3.6 Management Frame Body Components

New fields and information elements are introduced to enable JIT.
3.6.1 Information Elements

New element identifiers are defined to support JIT, these are defined below.
	Information Element
	Element ID

	Pre-allocated
	0-48

	Extended Capability Information
	49

	JIT Action Frame Count
	50

	Encapsulated 802.1X
	51

	Roaming policy
	52

	Return Interval
	53


Figure 14 Information Element Summary
3.6.2 Capability information field

As the capability information field is nearly exhausted, the last bit in the Capability Information Field as defined in the IEEE 802.11 1999 (Reaff 2003) standard specification is set to 1 in the existence of the Extended Capabilit y Information field.

	B0
	B1
	B2
	B3
	B4
	B5
	B6
	B7
	Reserved
	B15

	ESS
	IBSS
	CF Pollable
	CF-Poll Request
	Privacy
	Short Preamble
	PBCC
	Channel Agility
	B8:B14
	Extended Capability Field

	←                                                                         2 octets                                                                                   →


Figure 15 Capability Information Fixed Field

3.6.3 Extended Capability information field

A new information element is defined to enable further extensions to be advertised and negotiated in IEEE 802.11.  The Extended Capability information field is present under the same conditions for the Capability information fixed field.  The format for this information element is defined in Figure 16:

	Order
	Size (octets)
	Description

	1
	1
	TBD Element ID (to be assigned by the IEEE Assigned Numbers Authority): defines the Extended Capability IE

	2
	1
	Length: must be set to 0x04 (this value should be parsed and validated to enable future growth beyond the currently allocated 2 octets).

	3
	2
	Extended capabilities


Figure 16 Extended Capability Information Element

The currently defined capabilities in this field are defined as follows:

	B0
	B1
	B2
	Reserved (b3:b15)

	JIT
	Query JIT
	Reserve JIT
	

	←                                                                         2 octets                                                                                   →


Figure 17 Extended Capabilities Field
Where:

B0: a STA or AP advertise its ability to support JIT when this bit is set to 1 within the probe, association and reassociation request or response or in the beacons.  If this bit is set to 0 then the device does not support JIT.

B1: a STA or AP advertise its ability to support a query followed by a JIT when this bit is set to 1 within the probe, association and reassociation request or response or in the beacons. .  If this bit is set to 0 then the device does not support a query followed by a JIT.

B2: a STA or AP advertise its ability to support a reservation followed by a JIT when this bit is set to 1 within the probe, association and reassociation request or response or in the beacons. .  If this bit is set to 0 then the device does not support a reservation followed by a JIT.

B3 thru B15: these bits are reserved for future use and must be set to 0.

The following table describes the configuration policies when the different JIT settings are enabled:

	Bit0

JIT
	Bit1

Query + JIT
	Bit2

Reserve + JIT
	Action

	0
	0
	0
	Device does not support fast BSS transition

	1
	0
	0
	Device only support JIT (query and reservation protocols are ignored)

	1
	0
	1
	Device supports JIT and reservation + JIT, the query protocol must be ignored

	1
	1
	0
	Device supports JIT and query + JIT, the reservation protocol must be ignored

	1
	1
	1
	Device supports all of the JIT, query and reservation protocols

	0
	0
	1
	Device only supports the reservation + JIT, if JIT is invoked without reservation it must fail.  The query protocol must be ignored.

	0
	1
	0
	Device only supports the query + JIT, if JIT is invoked without query it must fail.  The reservation protocol must be ignored.

	0
	1
	1
	Device supports either the query + JIT, or reservation + JIT; if JIT is invoked without query or reservation it must fail.


Figure 18 Extended Capabilities Field Descriptions
3.6.4 Status codes

The status codes for JIT are defined below:
	Status Code
	Meaning

	0-46
	Already pre-allocated

	47
	Invalid JIT Action Frame Count

	48
	Expected either a query or reservation to precede JIT

	49
	Invalid TSPEC 

	50
	Invalid PMKID

	51
	Invalid 802.1X IE

	52-255
	Reserved


Figure 19 JIT Status Codes
3.6.5 JIT Action Frame Count IE

A new information element is defined to specify how many information elements succeed the newly defined (JIT Action Frame Count or JAFC IE).  This IE must be present when JIT is enabled.  In particular, the IE must be present in the 802.11 JIT Authentication request, response and association or reassociation request and response.

The JAFC IE is defined in Figure 20:

	Order
	Size (octets)
	Description

	1
	1
	TBD Element ID: JIT Action Frame Count IE

	2
	1
	Length: must be set to 0x03

	3
	1
	Value reflects the number of IE’s succeeding the JAFC IE


Figure 20 JIT Action Frame Count information element
3.6.6 Encapsulated 802.1X IE

A new information element is defined to encapsulate the 802.1X EAPOL-Key messages.  This IE must be present when JIT is enabled.  In particular, the IE must be present in the 802.11 JIT Authentication request, response and association or reassociation request and response.

The encapsulated 802.1X information element is defined in Figure 21:

	Order
	Size (octets)
	Description

	1
	1
	TBD Element ID: Encapsulated 802.1X IE

	2
	1
	Length of the 802.1X EAPOL-Key message

	3
	n
	802.1X EAPOL-Key message


Figure 21 Encapsulated 802.1X EAPOL-Key information element

3.6.7 Network Access Server Identifier (NAS ID)

A new information element is defined to enable the advertisement of the Network Access Server Identifier.  Typically, the NAS ID is the 802.1X Authenticator.  The presence of the NAS ID in beacons and probe responses enable the STA (supplicant) to ascertain whether two or more access points share the same NAS.

The NAS ID information element is defined in Figure 22:

	Order
	Size (octets)
	Description

	1
	1
	TBD Element ID: NAS ID IE

	2
	1
	NAS ID IE length, may be set to 16 (0x10) or 32 (0x20)

	3
	16
	NAS Identifier

	4
	16
	Local Policy Server Identifier


Figure 22 NAS Identifier information element
This information element is present in the existance of a Local Policy Server and, when RSN is enabled, the 802.1X authenticator.  Where:

1. The NAS Identifier shall be the first 128 bits of the SHA1 digest of the authenticated identity of the Authenticator.  Typically, this is the 802.1X authenticator (e.g. the NAS identifier).
2. The Local Policy Server Identifier (LPS ID) shall be the first 128 bits of the SHA1 digest of the authenticated identity of the Local Policy Server.  

3.6.8 Roaming Information Element

A new information element is defined to enable the advertisement of network infrastructure policy and information that can assist an RSTA to decide which roaming mechanism to use.  An RAP can advertise  the Roaming Information Element (Roaming IE) through Beacon frame and Probe Response frame. This information element is defined in figure below.

	Order
	Size (octets)
	Description

	1
	1
	Element ID.  TBD Roaming IE

	2
	1
	Length, must be set to 4 (0x04)

	3
	2
	Roaming Mechanism

	4
	2
	Backend Network Infrastructure Information


Figure 23 Roaming information element

The Roaming Mechanism field indicates the network infrastructure’s recommended roaming mechanism to the  RSTA. The first three bits indicate the recommended roaming mechanism.The rest of the bits are reserved for future roaming mechanism and must be set to 0, as defined in the figure below.
	B0
	B1
	B2
	Reserved (b3:b15)

	JIT
	Query 
	Reservation 
	

	←                                                                         2 octets                                                                                   →


Figure 24 Roaming Mechanism Field

The following table describes the network policies when the different JIT based roaming mechanims are recommended:

	Bit0

JIT
	Bit1

Query
	Bit2

Reservation
	Describtion

	0
	0
	0
	Invalid

	1
	0
	0
	JIT only mechanism is recommended 

	1
	0
	1
	Reservation  + JIT roaming mechanism is recommended

	1
	1
	0
	Query + JIT roaming mechanism is recommended

	1
	1
	1
	Query + Reservation +  JIT roaming mechanism is recommended

	0
	0
	1
	Invalid 

	0
	1
	0
	Invalid 

	0
	1
	1
	Invalid 


Figure 25 Roaming Mechanism Field Descriptions
The backend Network Infrastructure Information field provides additional network infrastructure information for STA to configure roaming mechanism. The detail information is defined in figure below.
	Bits
	Description

	B0-B7 
	Backend Network Load Indication. 

	B8
	Standalone AP

	B9
	LPS present

	B10-B15
	Reserved.


Figure 26 Backend Network Infrastructure Information Field

Backend Network Load Indication field is defined as the percentage of network load, normalized to 255. 

Standalone AP field indicates whether the AP is capable of provisioning QoS resources at re-association time. “1” indicates that current AP is standalone AP and is capable of provisioning QoS resources at re-association time. “0” indicates that current AP is not standalone AP and needs to query the network infrastructure before provisioning QoS resources. 


LPS present field indicates whether a Local Policy Server (LPS) is present. “1” indicates LPS is present and “0” indicates LPS is not present.

3.6.9 Return Interval IE

A new information element is defined to specify the time interval by which an RAP may have fulfilled a request.  The Return Interval IE is used only in the JIT Authentication response to signal the RSTA that it needs the specified time to complete the STA’s request.

The Return Interval IE is defined as follows:

	Order
	Size (octets)
	Description

	1
	1
	TBD Element ID: Return Interval IE

	2
	2
	IE length must be set to 0x04

	3
	2
	Unsigned 16-bit integer representing the number of milliseconds an RAP requires to formulate a response


Figure 27 Return Interval IE
3.7 JIT Resource Reservation Request/Response

A new Resource Reservation IEEE 802.11 data packet is defined as one that encapsulates an LLC packet that enables the currently associated BSSID transport a resource reservation request or response.  This new resource reservation data packet will be transported using a new Ethertype value, TBD.  The IEEE 802.11 encapsulation enables the TBD Ethernet packet to be protected using the PTKSA established between the STA and the currently associated BSSID.

The LLC packet shall only be a unicast packet.  The IEEE 802.11 encapsulated JIT Reservation LLC packet header format is defined using the conventions of Clause 7.1.1 of the IEEE 802.11 standard specification:

LLC Ethertype definition:

	Size

(octets)
	Field
	Description

	2
	JIT Reservation Ethernet packet type
	JIT Reservation Unique EthernetType.  TBD


Figure 28 LLC Ethertype
Resource Request Header:

	Size
	Field
	Description

	1
	Protocol Version
	Must be 0x01

	1
	Packet Type
	0x00 – for request

0x01 – for response

	2
	Packet Body Length
	Unsigned number representing the length in octets of the Packet body field.  If the value is 0, then there is no Packet Body provided.


Figure 29 Resource Reservation Request/Response Header
3.7.1 JIT Reservation Request

The packet body format for a JIT Reservation Request must ensure that the ToDS bit in the IEEE 802.11 Frame Control field is set to 1 and the FromDS bit is set to 0.  Additionally the IEEE 802.11 Frame header address assignments are defined as follows:

	Address 1
	Address 2
	Address 3
	Address 4

	BSSID of currently associated AP
	STA MAC address
	BSSID of target AP
	Omitted


Figure 30 Frame Header Address Assignments for JIT Reservation Request
The JIT Reservation Request Packet Body is defined as follows:

	Size (octet)
	Field
	Description

	3
	JIT Action Frame Count
	Specifies the number of IEs succeeding this IE and if present, protected by the 802.1X IE

	n
	Action IE #1
	An IE that is protected by the 802.1X IE; typically one requesting resources e.g. TSPEC IE.

	….
	
	

	
	PMK Request IE
	Request to provision a fresh PMK

	
	802.1X IE
	802.1X IE encapsulating EAPOL Key-Message #3


Figure 31 Reservation Request Packet Payload
3.7.2 JIT Reservation Response

The packet body format for a JIT Reservation Response must ensure that the ToDS bit in the IEEE 802.11 Frame Control field is set to 0 and the FromDS bit is set to 1.  Additionally the IEEE 802.11 Frame header address assignments are defined as follows:

	Address 1
	Address 2
	Address 3
	Address 4

	STA MAC address
	BSSID
	BSSID of target AP
	Omitted


Figure 32 Frame Header Address Assignments for JIT Reservation Response
The JIT Reservation Response Packet Body is defined as follows:

	Size (octet)
	Field
	Description

	2
	Reservation Timeout Interval
	The value in Time Units (TU) for resource reservation on the AP.  Resources on AP will be released after this timeout expires.

	3
	JIT Action Frame Count IE
	Specifies the number of IEs succeeding this IE and if prsent, protected by the 802.1X IE

	n
	Action IE #1
	An IE that is protected by the 802.1X IE; typically one requesting resources e.g. TSPEC IE.

	….
	
	

	
	PMK Response IE
	Response to a PMK request

	
	802.1X IE
	802.1X IE encapsulating EAPOL Key-Message #3


Figure 33 Reservation Response Packet Payload

The value of the Reservation Timeout Interval should be lesser of the remaining lifetime of the PMK on this AP, and the time for which resources can be reserved on this AP.
3.7.3 Authentication and Key Management (AKM) suites

The RSN IE format and contents contain the information as shown in Figure 46ta and described in Clause 7.3.2.25 of the IEEE 802.11i 2004 specification.    Further, the AKM suites supported within the RSN IE are as specified in Clause 7.3.2.25.2 of the IEEE 802.11i 2004 specification with the following addition:

	OUI
	Suite Type
	Meaning

	
	
	Authentication Type
	Key management Type

	00-0F-AC
	3
	TGr Authentication negotiated over IEEE 802.1X or using PMKSA caching as defined by IEEE 802.11i 2004 specification
	TGr key management as defined by this draft.

	00-0F-AC
	4-255
	Reserved
	Reserved


Figure 34 AKM Suites
3.7.4 PMK Request Information Element
A PMKSA may be initialized during a JIT query or reservation by the specification of the PMK request information element.  The PMK-Request IE is defined as follows:
	Element ID (1 octet)
	Length (1 octet)

	Version (4 octets)

	PMKID (16 octets)

	SupplicantId (16 octets)

	SupplicantNonce (32 octets)

	SID (8 octets)

	LSKID (12 octets)

	SupplicantMAC (8 octets)


Figure 35 PMK Request IE
The Element ID field value shall be TBD.

The Length field value shall be 80.

The Version field value is used to define the SupplicantMAC algorithm as follows:

00:0F:AC:0 – Reserved

00:0F:AC:1 – HMAC-SHA1-64

00:0F:AC:(2-255) – Reserved

Other – vendor specific

The PMKID shall be the PMKID requested.
The SupplicantId shall be the first 128 bits of the SHA1 digest of the Supplicant’s authenticated identity.  Typically, this is the EAP Identity used to authenticate the RSTA.

The SupplicantNonce shall be a 32 octet (256 bit) challenge generated by the Supplicant identified by SupplicantId.  The challenge must be an unpredictable pseudo-random value.

The SID shall be the first 64 bits of the SHA1 digest of the EAP Session-ID for this session.

The LSKID shall be the identifier of the LSK used to generate the PMK. 

The SupplicantMAC shall bind together the fields as follows:

MAC(PCK, Version || PMKID || SupplicantID || SupplicantNonce || SID)

Where:

· “||” denotes concatenation

· PCK is the key as defined in Section 4.1.1.3
3.7.5 PMK Response Information Element
The PMK Response Information Element is the reply from the target RAP to the requesting RSTA for either a successful or failed request.
	Element ID (1 octet)
	Length (1 octet)

	Version (4 octets)

	SupplicantNonce (32 octets)

	SupplicantId (16 octets)

	LpsId (16 octets)

	LskId (16 octets)

	LskExpiry (4 octets)

	SID (8 octets)

	AuthenticatorId (16 octets)

	PmkId (16 octets)

	PmkExpiry (4 octets)

	PmkMac (8 octets)


Figure 36 PMK Response IE
The Element ID field value shall be TBD.

The Length field value shall be 156.

The Version field value is used to define the SupplicantMAC algorithm as follows:

00:0F:AC:0 – Reserved

00:0F:AC:1 – HMAC-SHA1-64

00:0F:AC:(2-255) – Reserved

Other – vendor specific

The SupplicantId shall be the first 128 bits of the SHA1 digest of the authenticated identity of the Supplicant bound to this Supplicant Bindings.

The LPSID shall be the first 128 bits of the SHA1 digest of the authenticated identity of the LPS identified.  This shall be the same LPSID as advertised in the RAP’s beacons and probe responses.

The LskId shall be the identifier of the LSK used to bind this Supplicant Bindings.

LskExpiry shall be the expiry time of the LSK being bound. This is expressed as the number of seconds since January 1, 1970, GMT.

SID shall identify the key, TEK used to compute the value of the SupplicantMac field below.

AuthenticatorId shall contain the first 128 bits of the SHA1 digest of the Authenticator’s authenticated identity. This is part of the PMK Bindings.

PmkId shall identify the PMK bound to the Supplicant and PMK bindings.

PmkExpiry shall give the PMK expiry time, expressed as the number of seconds since January 1, 1970, GMT.

PmkMac shall bind together the PMK Bindings. It is computed over the SupplicantMAC, AuthenticatorId, PmkId, PmkExpiry, and PmkMacAlgorithmId fields:

MAC(PCK,  Version || SupplicantNonce || SupplicantID || LPSID || LSKID || LSKExpiry ||

SID || AuthenticatorID || PmkId || PmkExpiry |

Where, MAC denotes the algorithm identified by the Version, and where PCK is identified by LSKID as defined in Section 4.

4 Security 
While the use of currently specified mechanisms such as pre-authentication can facilitate a BSS Transition, the implication is that the RSTA must have established a fresh PMK with each AP prior to association.  The  imposition of establishing a PMK by means of a full IEEE 802.1X EAP authentication can often be a time expensive operation that would prohibit a FAST BSS transition.

This section describes a new key hierarchy and its supporting architecture that enables Fast BSS transitions while obviating the need to have the STA (and each AP it transitions to) execute multiple IEEE 802.1X EAP authentications.  Note however that while this new key hierarchy enables the optimal BSS transition, JIT to ensure backward compatibility, also supports all of the AKMs as defined by IEEE 802.11i.

4.1 JIT Keying

This section specifies a new key hierarchy and its support architecture to further minimize the BSS transitions.

4.1.1 JIT Key Hierarchy

As shown in the figure below, JIT uses three levels of keys:

1. A Local Confirmation Key (LCK) and  Local Session Key (LSK)

2. A Pairwise Master Key (PMK) and Pairwise Confirmation Key (PCK)
3. A Pairwise Transient Key (PTK)

NOTE: To prevent key reuse, the LSK is instantied differently from the 802.11i PMK. That is, if the LSK and the PMK were the same, then this single key could be used differently for 802.11i and JIT keying, enabling key reuse. The LSK will be instantiated using a recommended practice defined by an Internet RFC.


[image: image6]
Figure 37 JIT Key Hierarchy
4.1.1.1 Local Session Key (Informative)

The Local Session Key (LSK) is the top of the JIT key hierarchy. It is constructed by the IEEE 802.1X Authentication Server (AS) and by the RSTA’s Supplicant. The LSK is 256 bits.

Associated with the LSK is the LSK Security Association (SA). The LSK SA consists of

· LSK. This is defined below in Section 4.1.1.1.2.

· A SID. This is defined in Section 4.1.1.1.1.

· A 32 bit counter n, initialized to zero at EMSK establishment. This is incremented by one each time the a new LSK is derived.

· An LSK expiry time.

· A SupplicantId. This is the first 128 bits of the SHA1 digest of the authenticated identity of the Supplicant authorized to possess the LSK. The SID, counter n, and SupplicantId uniquely identify the LSK to the Local Policy Server.

· LpsId. This is the first 128 bits of the SHA1 digest of the authenticated identity of the Local Policy Server authorized to possess the LSK. The SID, counter n, and LpsId uniquely identify the LSK to the Supplicant.

4.1.1.1.1 SessionId (Informative)

The EAP Keying Framework defines a Session-ID, which uniquely names the “master key” derived by an EAP method. JIT uses a compact alias for the EAP Session-ID called the SessionId or SID. This is defined by

SID = SHA1-64(EAP Session-ID)

where SHA1-64(() denotes the first 64 bits of the SHA1 hash of its argument ‘(’. All JIT keys are named relative to the SID 
4.1.1.1.2 Local Session Key Construction (Informative)

The construction of the LSK is EAP method specific. Its definition is outside the scope of this document, and is specified instead by an IETF RFC. The LSK is constructed as:

LSKn = EAP-Method-kdf(EMSK, n || SID || LPSID || “LSKey derivation” || 256)

Where

· “||” denotes concatenation

· EAP-Method-kdf is the key derivation function defined for the EAP method used to authenticate this session

· EMSK is the Extended Master Session Key derived by the EAP method as defined in the EAP Keying draft.

· n is a counter value that assumes the value 1, 2, 3, … on each successive LSK derivation, i.e., n is initialized to 1 when EMSK is derived, and then incremented by 1 after each LSK is derived. For the key derivation n is encoded as a 32-bit unsigned integer in network byte order. 

· SID is the session identifier as specified in Section 4.1.1.1.1.

· LPSID is the first 128 bits of the SHA1 digest of the authenticated identifier of the Local Policy Server (LPS) that is authorized to possess this LSK. It must be the same LPSID as advertised in the RAP’s beacons and probe response. The LPS is discussed below.

· “LSKey derivation” is the literal string consisting of the sequence of letters ‘L’, ‘S’, ‘K’, ‘e’, ‘y’, ‘ ’, ‘d’, ‘e’, ‘r’, ‘i’, ‘v’, ‘a’, ‘t’, ‘i’, ‘o’, and ‘n’ (no null terminator).

· 256 is the number of LSK bits to derive. For purposes of the derivation, this number is encoded as a 16 bit unsigned integer in network byte order.

The LSK-Identifier or LSKID of LSKn shall be defined as the concatenation

LSKID = SID || n
4.1.1.1.3 LskId (Informative)

A compact pseudonym for JIT uses for the LSK-Name is the LSKID, which is the 96 bit quantity


LskId = SHA1-64(SessionID) || n = SID || n.

Here SHA1-64(() denotes the first 64 bits of the SHA1 digest of the argument ‘(’, and SID is the JIT SessionId defined in 4.1.1.1.1, n is the counter value used to derive the corresponding LSK, encoded as a 32 bit unsigned integer in network byte order. JIT uses the LSK to derive the Local Confirmation Key and Pairwise Master Key.

4.1.1.2 Local Confirmation Key (Informative) 

The construction of the LCK is EAP method specific. Its definition is outside the scope of this document, and is specified instead by an IETF RFC. The LCK is constructed as:

LCKn = EAP-Method-kdf(EMSK, n || SID || LPSID || “Local Confirm Key derivation” || 128)

where

· “||” denotes concatenation

· EAP-Method-kdf is the key derivation function defined for the EAP method used to authenticate this session

· EMSK is the Extended Master Session Key derived by the EAP method as defined in the EAP Keying draft.

· n is a counter value that assumes the value 1, 2, 3, … on each successive LSK derivation, i.e., n is initialized to 1 when EMSK is derived, and then incremented by 1 after each LSK is derived. For the key derivation n is encoded as a 32-bit unsigned integer in network byte order.   This is the same n value as that used for the LSK derivation.

· SID is the session identifier as specified in Section 4.1.1.1.1.

· LPSID is the first 128 bits of the SHA1 digest of the authenticated identifier of the Local Policy Server (LPS) that is authorized to possess this LSK. It must be the same LPSID as advertised in the RAP’s beacons and probe response. The LPS is discussed below.

· “Local Confirm Key derivation” is the literal string consisting of the sequence of letters ‘L’, ‘o’, ‘c’, ‘a’, ‘l’, ‘ ’, ‘C’, ‘o’, ‘n’, ‘f’, ‘i’, ‘r’, ‘m’, ‘ ’, ‘K’, ‘e’, ‘y’, ‘ ’, ‘d’, ‘e’, ‘r’, ‘i’, ‘v’, ‘a’, ‘t’, ‘i’, ‘o’, and ‘n’ (no null terminator).

· 128 is the number of LSK bits to derive. For purposes of the derivation, this number is encoded as a 16 bit unsigned integer in network byte order.

The LCK-Identifier or LCKID of LCKn shall be the same as that of the LSKID and defined as the concatenation

LCKID = LSKID = SID || n
Associated with the LCK is the LCK SA. The LCK SA consists of

· LCK. The LCK is used to confirm the STA to the LPS and vice versa, and to bind the STA and AP to the PMK. The PMK is used to derive the PTK, in analogy with 802.11i. 

· A 32 bit counter value m, which is initialized to zero on creation of the LSK and incremented by one on each LCK and LSK  derivation 

· LCKID. 

· The LPSID. This is the first 128 bits of the SHA1 digest of the authenticated identity of the Local Policy Server. The LPSID and LCKID uniquely identify the LCK to the Supplicant authorized to possess the LCK.

· SupplicantID. This is the first 128 bits of the SHA1 digest of the authenticated identity of the Supplicant. The SupplicantId and LckId uniquely identify the LCK to the Local Policy Server authorized to possess the LCK.

· An LCK expiry time. This shall be the same expiry time as for the LSK.

4.1.1.3 Pairwise Master Keys

The JIT Pairwise Master Key (PMK) is similar to the 802.11i PMK, but it is derived from the LSK, and is not the top of the key hierarchy.  In addition to the PMK, a confirmation key (PCK) to establish liveness of the PMK is derived.   The PCK and PMK are derived as follows:

PCKm || PMKm = kdf(LSK, m || SupplicantID || AuthenticatorID || “PMKey derivation”, 256)

where

· kdf is the key derivation function defined in section 4.1.1.6
· m is a counter value that assumes the value 1, 2, 3, … on each successive PMK derivation, i.e., m is initialized to 1 when LSK is derived, and then incremented by 1 after each LCK and PMK is derived. For the key derivation, m is a 32-bit unsigned integer, encoded using the bit conventions of Clause 7.1.1. 

· SupplicantID is the first 128 bits of the SHA1 digest of the authenticated identity of the Supplicant that is authorized to possess the PMK.

· AuthenticatorID is the first 128 bits of the SHA1 digest of the authenticated identity of the RAP Authenticator that is authorized to possess this PMK.  This value must be the same as that advertised in the NASID IE in the RAP’s beacons and probe responses.

· “PMKey derivation” is the literal string consisting of the sequence of letters ‘P’, ‘M’, ‘K’, ‘e’, ‘y’, ‘ ’,  ‘d’, ‘e’, ‘r’, ‘i’, ‘v’, ‘a’, ‘t’, ‘i’, ‘o’, and ‘n’ (no null terminator).

· 384 is the number of key bits to derive.

· The PCKm are the first 128 bits and PMKm are bits 128 thru 383 of the derived key.

Associated with the JIT PMK is the PMK SA. The PMK SA consists of

· The PMK. This is an authorization token shared between one AP’s Authenticator and the STA

· PmkId. This shall be the concatenation

PMKID = LSKID || m = SID || n || m
· The AuthenticatorId. This is the first 128 bits of the SHA1 digest of the authenticated identity of the AP’s Authenticator. The AuthenticatorId and PMKID uniquely identify the PMK to the Supplicant authorized to possess the PMK.  The AuthenticatorID is the NASID value as advertised by the RAP’s NASID IE in beacons and probe responses.

· SupplicantID. This is the first 128 bits of the SHA1 digest of the authenticated identity of the Supplicant. The SupplicantId and PmkId uniquely identify the PMK to the AP’s Authenticator authorized to possess the PMK.

· A PMK expiry time. This value shall be no later than the expiry time for the LSK used to derive the PMK.

4.1.1.4 JIT AuthenticatorKck and AuthenticatorKek (Informative)
Under JIT it is necessary for the Authenticator and the Local Policy Server (LPS) to share a key confirmation and a key encryption key. Since under JIT the AP’s PAE itself acts as an 802.1X Supplicant, the AP’s PAE acting in the Authenticator role initializes by authenticating with the AS. This authentication results in an EAP AAA-Key that is distributed to the LPS and to the AP’s 802.1X PAE (in the role of a Supplicant). The AuthenticatorKck is bits 256-383 of the AAA-Key distributed by the AS to the LPS as a side effect of this authentication, and the AuthenticatorKek are bits 384-511 of the distributed AAA-Key. These keys are named by the EAP Session-ID associated with this authentication. The SHA1-128 hash of this Session-ID is called the AuthenticatorSid.

4.1.1.5 Pairwise Transient Key

The JIT Pairwise Transient Key (PTK) is similar to the 802.11i PTK, but it includes the authenticated identities of the Supplicant and the AP. The JIT PTK is constructed as

PTK = kdf(PMK, SNonce || ANonce || SupplicantId || AuthenticatorId || SA || AA || “PTKey derivation”, 256+TKlen)

where

· kdf is the JIT key derivation function specified below.

· SA is the STA MAC address

· AA is the Authenticator MAC Address (BSSID).

· SNonce is a 256 bit random bit string contributed by the Supplicant. This is taken from the PMK Establishment Protocol below.

· ANonce is a predictable 256 bit string contributed by the STA. This is taken from the PMK Establish Protocol.

· SupplicantId is the first 128 bits of the SHA1 digest of the authenticated identity of the Supplicant that is authorized to possess the PMK.

· AuthenticatorId is the first 128 bits of the SHA1 digest of the authenticated identity of the AP Authenticator that is authorized to possess this PMK.

·  “PTKey derivation” is the literal string consisting of the sequence of letters ‘P’, ‘T’, ‘K’, ‘e’,‘y’,‘ ’, ‘d’, ‘e’, ‘r’, ‘i’, ‘v’, ‘a’, ‘t’, ‘i’, ‘o’, and ‘n’ (no null terminator).

· TKlen is the number of bits of the TK.

· 256+TKlen is the total number of bits to derive.

The PTK-name shall be defined as the concatenation

PTK-Name = “PTK” || PMKID || SNonce || ANonce || SupplicantId || AuthenticatorId || SA || AA

A compact pseudonym for the PTK-Name is the PTKid, which is the 128 bit quantity

PTKID = SHA1-128(PTK-Name)

As in 802.11i, the first 128 bits (bits 0 to 127) of the PTK is a key confirmation key (KCK). Use of this key confirms the liveness of the Authenticator to the Supplicant and vice versa, and binds the Supplicant, STA, Authenticator, and AP to the TK. The second 128 bits (bits 128 to 255) of the PTK is a key encryption key (KEK). This is used to encrypt the group GTK. The remaining bits (bits 256 to TKlen+255) is the temporal key (TK) used to protect data over the link.

4.1.1.6 JIT Key Derivation Function

A new key derivation function is introduced to better address the concerns by NIST.  The JIT key derivation function is a variant of the 802.11i key derivation function:

Algorithm kdf

Input:
K, a 256 bit key derivation key


Context, a bit string that provides context to identify the derived key


Length, the length of the derived key in bits

Output:
a Length-bit derived key

result = “”

iterations = ((Length+159)/160(
do i = 1 to iterations

result = result || HMAC-SHA1(K, i || Context || Length)

od

return first Length bits of result and securely delete all unused bits

In this algorithm, i and Length are encoded as 16 bit unsigned integers, represented using the bit ordering conventions of Clause 7.1.1.
4.1.2 Key Holders

To enable more flexibility in backend architectures, the JIT key hierarchy enables the use of up to  4 logical parties:

· IEEE 802.1X Authentication Server (AS). The AS holds the EMSK from which the LSK is derived.

· Local Policy Server (LPS). The LPS holds the LSK, from which the PMK is derived.

· AP Authenticator. The AP Authenticator holds the PMK and PTK. The PTK is derived from the PMK.

· STA Supplicant. The STA Supplicant holds the EMSK, LSK, PMK, and PTK.

The AS, AP Authenticator, and STA Supplicant require no new explanation. Hence, the following concentrates on the LPS and its relationship to the AS, AP Authenticator, and STA Supplicant.

4.1.2.1 LPS

The LPS is a logical entity. It can be a stand-alone server, or it can be combined with a device hosting an AP Authenticator.

The LPS definition requires the notion of an ESS segment. An ESS segment is the portion of an ESS residing within a single geographic location. As an example an ESS segment may be formed by the APs within a single floor or building of a multi-floor or multi-building campus. The APs within an ESS segment are spatially neighbors, so that it is feasible for transitions by a STA among them to be “fast.”

There is a single logical LPS for each ESS segment. The LPS provides several functions:

· First, it decouples the AS from the AP Authenticator. The LPS mediates the communication between the AS and each of the AP Authenticators on an ESS segment.

· Second, the LPS coordinates with the STA’s Supplicant to derive PMKs.

· Third, the LPS distributes a JIT PMK and its key binding to the AP’s Authenticator.

· Fourth, the LPS distributes the JIT PMK key binding the STA’s Supplicant.

· Finally, by being a member of the ESS segment, communication between the AP Authenticator and the LPS is “local,” i.e., the LPS provides a performance improvement over the case where the AP Authenticator must communicate with the AS remotely.

Since the LPS is within the DS of the APs that it serves, data link communication between the LPS and its APs suffice.

4.1.2.2 AS-LPS Interface

To the AS, the LPS for an ESS segment appear to be a single Authenticator in the ESS segment.

4.1.2.3 AP Authenticator-LPS Interface

The LPS appears to be the AS for all APs in the ESS segment.

Since it is a logical construct, the LPS may reside in the same device as an AP, or it may reside in its own device. When the LPS and an AP’s Authenticator reside in the same device, their interface is proprietary. When the LPS and an AP’s Authenticator reside in different devices, they communicate via extensions to IEEE 802.1X to establish a session key between themselves, and they use the 802.11r Resource Protocol to transport the PMK from the LPS to the AP.

4.1.3 JIT PMK Provisioning Message Formats

JIT defines a number of messages that are used to provision the JIT PMK.  The encapsulation of these messages depends on the backend hierarchy.  This section defines these messages.

4.1.3.1 LskRequest Message (Informative)

To provision a fresh LSK, an LPS may request a fresh LSK of the Authentication Server. An LSKRequest message is provided to enable such a request.  The LSKRequest Message has the following format:

	Type (1 octet)
	Version (1 octet)
	(Reserved 2 octets)

	SupplicantId (16 octets)

	SID (8 octets)

	SupplicantNonce (32 octets)

	LPSID (16 octets)

	LPSNonce (32 octets)


Figure 38 LskRequest Message
The meaning of each field is the following:

· Type – This has the value 1 and identifies this as an LSKRequest Message

· Version – This has the value 1 and identifies this as the first version of the LSK Provisioning protocol.

· Reserved – This has the value 0 and indicates the field is unused.

· SupplicantId – This is the first 128 bits of the SHA1 digest of the Supplicant’s authenticated identity. It identifies the Supplicant to the Authentication Server

· SID – This is the SID as defined in Section 4.1.1.1.1.

· SupplicantNonce – This is a 32 octet (256 bit) challenge generated by the Supplicant identified by SupplicantNameHash.

· LpsId – This identifies the key the LPS and Authentication Server have agreed to use to protect traffic between them during the current session between them.

· LpsNonce – This is a 32 octet (256 bit) challenge generated by the LPS associated with the LpsId.

4.1.3.2 LskResponse Success Message (Informative)

The AS may respond with an  LskResponse Success Message of the following format:

	Type (1 octet)
	Version (1 octet)
	Status (1 octet)
	Reserved (1 octet)

	SupplicantNonce (32 octets)

	SupplicantId (16 octets)

	LpsId (16 octets)

	LskId (16 octets)

	LskExpiry (4 octets)

	SID (8 octets)

	LpsNonce (32 octets)

	KeyWrapAlgorithm (4 octets)

	WrappedLskAndLck (64-96 octets; algorithm dependent)

	MacAlgorithmId (4 octets)

	LspKeyId (16 octets)

	LpsMac (8 octets)


Figure 39 LskResponse Message
The meaning of each field is the following:

· Type – This has the value 2 and identifies this as an LskResponse Message

· Version – This has the value 1 and identifies this as the first version of the LSK Provisioning protocol.

· Status – This field has the value 1 and identifies this as a Success message

· Reserved – This has the value 0 and indicates the field is unused.

· SupplicantNonce – The value for this field is copied from the field of the same name in the LskRequest message to which this message responds. This is the first field of the Supplicant Binding.

· SupplicantId – This field gives the first 128 bits of the SHA1 digest of the authenticated identity of the Supplicant identified by the SID in the LskRequest message to which this message responds. This is the second field of the Supplicant Bindings

· LpsId – This field gives the first 128 bits of the SHA1 digest of the authenticated identity of the LPS identified by the LpsId in the LskRequest message to which this message responds. It is the third field of the Supplicant Bindings.

· LskId – This field gives the LskId of the LSK being bound by this LskResponse message. It is the fourth field of the Supplicant Bindings.

· LskExpiry – This field gives the expiry time of the LSK being bound. This is expressed as the number of seconds since January 1, 1970, GMT. This is the fifth field of the Supplicant Bindings.

· SID – The value in this field is copied from the LskRequestMessage to which this message responds. It identifies the TEK and TCK used to compute the value of the SupplicantMac field below and to wrap the LCK and LSK to be distributed respectively. It is the sixth field of the Supplicant Bindings.

· LPSNonce – The value of this field is copied from the field of the same name in the LskRequest message to which this LskResponse message responds.

· KeyWrapAlgorithm – This field identifies the Key Wrap Algorithm used to wrap the LCK and LSK distributed in this LskResponse message. Its values may be

· XX-XX-XX:0 – Reserved

· XX-XX-XX:1 – NIST AES Key Wrap

· XX-XX-XX:(2-255) – Reserved

· Other – Vendor specific

· WrappedLsk – This field contains the LCK and LSK being distributed to the LPS, wrapped under the Key Wrap. Algorithm identified by the keyWrapAlgorithm field, using the second 128 bits of the key identified by LPSKeyId.

· LPSMacAlgorithmId – This field identifies the MAC algorithm used to protect this LskResponse message from forgery. Its values may be

· XX-XX-XX:0 – Reserved

· XX-XX-XX:1 – HMAC-SHA1-64

· XX-XX-XX:2 – AES-128-OMAC-64

· XX-XX-XX:(3-255) – Reserved

· Other – Vendor specific

· LPSKeyId – This identifies a session key shared between the LPS and the AS.

· LPSMac – this field contains a MAC protecting all the other fields of this message from modification. Its value is computed as

MAC(LPSKCK, Type || Version || Status ||Reserved || SupplicantNonce || SupplicantId || LpsId || LskId || LskExpiry || SID || LPSNonce || KeyWrapAlgorithm || WrappedLskandLck || LPSMacAlgorithmId || LPSKeyId)

where MAC denotes the algorithm identified by the SbMacAlgorithmId, and where LPSKCK is the first 128 bits of the session key identified by LPSKeyId, which shared between the LPS and the AS.

4.1.3.3 LskResponse Failure Message (Informative)

The LskResponse Failure Message has the following format:

	Type (1 octet)
	Version (1 octet)
	Status (1 octet)
	Reserved (1 octet)

	SupplicantNonce (32 octets)

	SID (8 octets)

	LPSNonce (32 octets)

	Reason (2 octets)

	MacAlgorithmId (4 octets)

	LPSKeyId (16 octets)

	Mac (8 octets)


Figure 40 LskResponse Failure Message
The meaning of each field is the following:

· Type – This has the value 2 and identifies this as an LskResponse Message

· Version – This has the value 1 and identifies this as the first version of the LSK Provisioning protocol.

· Status – This field has the value 2 and identifies this as a Failure message

· Reserved – This has the value 0 and indicates the field is unused.

· SupplicantNonce – The value for this field is copied from the field of the same name in the LskRequest message to which this message responds. This is the first field of the Supplicant Binding.

· SID – The value in this field is copied from the LskRequestMessage to which this message responds.

· LPSNonce – The value of this field is copied from the field of the same name in the LskRequest message to which this LskResponse message responds.

· Reason – This field provides the reason for the failure. Possible values include

· 0 – Reserved (Not used)

· 1 – No Such SupplicantNameHash

· 2 – No Such SID

· 3 – Invalid SID for SupplicantNameHash

· 4-65535 – Reserved (Not Used)

· MacAlgorithmId – This field identifies the MAC algorithm used to protect this LskResponse message from forgery. Its values may be

· XX-XX-XX:0 – Reserved

· XX-XX-XX:1 – HMAC-SHA1-64

· XX-XX-XX:2 – AES-128-OMAC-64

· XX-XX-XX:(3-255) – Reserved

· Other – Vendor specific

· LPSKeyId – This identifies a session key shared between the LPS and the AS.

· Mac – this field contains a MAC protecting all the other fields of this message from modification. Its value is computed as

MAC(LPSKCK, Type || Version || Status ||Reserved || || SupplicantNonce || SID || LPSNonce || Reason || MacAlgorithmId || LPSId)

Where, MAC denotes the algorithm identified by the SbMacAlgorithmId, and where LspKCK is the first 128 bits of the session key identified by LspKeyId, which shared between the LSP and the AS.

4.1.3.4 RADIUS and Diameter Encaspulation of LskRequest and LskResponse Messages (Informative)

(To be defined in IETF as a draft for RFC consideration for EAP over RADIUS and Diameter.)
4.1.3.5 PmkRequest Message

An RAP may request a fresh PMK to the LPS by using a PMKRequest message.  The PmkRequest Message has the following format:

	Type (1 octet)
	Version (1 octet)
	(Reserved 2 octets)

	SupplicantId (16 octets)

	SID (8 octets)

	SupplicantNonce (32 octets)

	AuthenticatorSid (16 octets)

	AuthenticatorNonce (32 octets)

	LSKID (12 octets)


Figure 41 PmkRequest Message
The meaning of each field is the following:

· Type – This has the value 1 and identifies this as a PmkRequest Message

· Version – This has the value 1 and identifies this as the first version of the LSK Provisioning protocol.

· Reserved – This has the value 0 and indicates the field is unused.

· SupplicantId – This is the first 128 bits of the SHA1 digest of the Supplicant’s authenticated identity. It identifies the Supplicant to the Authentication Server

· SID – This is the SID the Supplicant identified by the SupplicantNameHash and the Authentication Server negotiated for use in the current session. As defined above, it is the first 64 bits of the SHA1 digest of the EAP Session-ID for this session.

· SupplicantNonce – This is a 32 octet (256 bit) challenge generated by the Supplicant identified by SupplicantNameHash.

· AuthenticatorSid – This identifies the key the LPS and Authenticator have agreed to use to protect traffic between them during the current session.

· AuthenticatorNonce – This is a 32 octet (256 bit) challenge generated by the AP’s Authenticator associated with the AuthenticatorSid.

· LSKID – This is the 12 octet identifier of the LSK to be used for generating the PMK.

4.1.3.6 PmkResponse Success Message

The PmkResponse Success Message has the following format:

	Type (1 octet)
	Version (1 octet)
	Status (1 octet)
	Reserved (1 octet)

	SupplicantNonce (32 octets)

	SupplicantId (16 octets)

	LpsId (16 octets)

	LskId (16 octets)

	LskExpiry (4 octets)

	SID (8 octets)

	AuthenticatorId (16 octets)

	PmkId (16 octets)

	PmkExpiry (4 octets)

	AuthenticatorNonce (32 octets)

	AuthenticatorKeyId (16 octets)

	PmkWrapAlgorithm (4 octets)

	WrappedPMK (32-64 octets)

	AuthenticatorMacId (4 octets)

	AuthenticatorMac (16 octets)


Figure 42 PmkResponse Success Message
The meaning of each field is the following:

· Type – This has the value 2 and identifies this as a PmkResponse Message

· Version – This has the value 1 and identifies this as the first version of the PMK Provisioning protocol.

· Status – This field has the value 1 and identifies this as a Success message

· Reserved – This has the value 0 and indicates the field is unused.

· SupplicantNonce – This is a Supplicant Binding field delivered by an LskResponse Success message. This value must match the SupplicantNonce from the PmkRequest to which this PmkResponse responds.

· SupplicantId – This is a Supplicant Binding field delivered by an LskResponse Success message. It gives the first 128 bits of the SHA1 digest of the authenticated identity of the Supplicant bound to this Supplicant Bindings.

· LpsName – This is a Supplicant Binding field delivered by an LskResponse Success message. This field gives the first 128 bits of the SHA1 digest of the authenticated identity of the LPS identified by the Supplicant Bindings.

· LskId – This is a Supplicant Binding field delivered by an LskResponse Success message. This field gives the LskId of the LSK used to bind this Supplicant Bindings.

· LskExpiry – This is a Supplicant Binding field delivered by an LskResponse Success message. This field gives the expiry time of the LSK being bound. This is expressed as the number of seconds since January 1, 1970, GMT.

· SID – This is a Supplicant Binding field delivered by an LskResponse Success message. The value in this field identifies the TEK used to compute the value of the SupplicantMac field below.

· AuthenticatorId – This field contains the first 128 bits of the SHA1 digest of the Authenticator’s authenticated identity. This is part of the PMK Bindings.

· PmkId – This field identifies the PMK bound to the Supplicant and PMK bindings.

· PmkExpiry – This field gives the expiry time for the PMK being bound. Its value is expressed as the number of seconds since January 1, 1970, GMT.

· AuthenticatorNonce – This is copied from the field of the same name of the PmkRequest to which this message responds.

· AuthenticatorKeyId – This identifies the AuthenticatorKck and AuthenticatorKek shared between the LPS and the Authenticator.

· PmkWrapAlgorithm – This field identifies the key wrapping algorithm sued to wrap the PCK and PMK. Its values may be

· 00-0F-AC:0 – Reserved

· 00-0F-AC:1 – NIST AES-128 Key Wrap

· 00-0F-AC:(2-255) – Reserved

· Other – Vendor specific

· WrappedPmk – This is the PCK and PMK wrapped under the AuthenticatorKek identified by AuthenticatorKeyId, using the keey wrap algorithm identified by PmkWrapAlgorithm.

· AuthenticatorMacId – This field identifies the MAC algorithm used to protect this message. Its value may be

· 00-0F-AC:0 – Reserved

· 00-0F-AC:1 – HMAC-SHA1-64

· 00-0F-AC:2 – AES-128-OMAC-64

· 00-0F-AC:(3-255) – Reserved

· Other – Vendor specific

· AuthenticatorMac – This field gives the value of a MAC protection this message from modification. It is computed as

MAC(AuthenticatorKck, Type || Version || Status || Reserved || SupplicantNonce || SupplicantId || LPSId || LskId || LskExpiry || SID || AuthenticatorId || PmkId || PmkExpiry || AuthenticatorNonce || AuthenticatorKeyId || PmkWrapAlgorithm || WrappedPmk || AuthenticatorMacId)

Where, MAC denotes the algorithm identified by the AuthenticatorMacId, and where AuthenticatorKck is identified by AuthenticatorKeyId.

4.1.3.7 PmkResponse Failure Message
The PmkResponse Failure Message has the following format:

	Type (1 octet)
	Version (1 octet)
	Status (1 octet)
	Reserved (1 octet)

	SupplicantNonce (32 octets)

	SID (8 octets)

	AuthenticatorNonce (32 octets)

	Reason (2 octets)

	MacAlgorithmId (4 octets)

	AuthenticatorKeyId (16 octets)

	Mac (8 octets)


Figure 43 PmkResponse Failure Message
The meaning of each field is the following:

· Type – This has the value 2 and identifies this as an PmkResponse Message

· Version – This has the value 1 and identifies this as the first version of the PMK Provisioning protocol.

· Status – This field has the value 2 and identifies this as a Failure message

· Reserved – This has the value 0 and indicates the field is unused.

· SupplicantNonce – The value for this field is copied from the field of the same name in the PmkRequest message to which this message responds.

· SID – The value in this field is copied from the PmkRequest Message to which this message responds.

· AuthenticatorNonce – The value of this field is copied from the field of the same name in the PmkRequest message to which this PmkResponse message responds.

· Reason – This field provides the reason for the failure. Possible values include

· 0 – Reserved (Not used)

· 1 – No Such SupplicantId

· 2 – No Such SID

· 3 – Invalid SID for SupplicantId

· 4-65535 – Reserved (Not Used)

· MacAlgorithmId – This field identifies the MAC algorithm used to protect this LskResponse message from forgery. Its values may be

· 00-0F-AC:0 – Reserved

· 00-0F-AC:1 – HMAC-SHA1-64

· 00-0F-AC:2 – AES-128-OMAC-64

· 00-0F-AC:(3-255) – Reserved

· Other – Vendor specific

· AuthenticatorKeyId – This identifies a session key shared between the LPS and the Authenticator.

· Mac – this field contains a MAC protecting all the other fields of this message from modification. Its value is computed as

MAC(AuthenticatorKck, Type || Version || Status ||Reserved || || SupplicantNonce || SID || AuthenticatorNonce || Reason || MacAlgorithmId || AuthenticatorKeyId)

where MAC denotes the algorithm identified by the MacAlgorithmId, and where AuthenticatorKck is the first 128 bits of the session key identified by AuthenticatorKeyId, which is shared between the LPS and the Authenticator.

4.1.4 Protocols

JIT defines three protocols to provision keys. These are

· LSK provisioning protocol (recommended practice)

· PMK establishment protocol

· PTK establishment protocol.

4.1.4.1 LSK Provisioning Protocol (informative)

The LSK Provisioning Protocol is accomplished within the EAP keying framework. Its definition is outside the scope of this document, but is included here as a recommended practice.

The LSK Provisioning Protocol is a two message exchange between the AS and an LPS, consisting of a Request and a response message. The LSK Request message requests a new LSK, and the Response message either delivers an LSK or indicates a failure. This is depicted below:

LPS ( AS:
LskRequest

AS ( LPS:
LskResponse

The LPS initiates an instance of the protocol by constructing and sending an LskRequest message to the AS. The LPS should commit to the 4-tuple <SessionId, SupplicantNonce, LpsId, LpsNonce> if it sends any retries.

When it receives the LskRequest, the AS determines whether this is a recently received request. If so, it retransmits the LskResponse corresponding to the request. If not, then the AS determines whether it shares a session identified by the SessionId. If no such session exists, the AS silently discards the request. If the session exists, the AS instead verifies that it shares a session identified by the LpsId with the LPS. If no such session exists, the request fails with a Reason “NoSuchLpsId” instead. If the request passes all of these checks, then the AS

1. locates the SA identified by SessionId

2. increments the EMSK counter n for this session

3. derives the LSK, LCK, and LskId, as defined in Section 4.1.1.1.1
4. Constructs an LpsResponse with “StatusSuccess”, and

5. returns this to the LPS

The LPS should cache the response and information identifying its corresponding requests, to facilitate responding to retried requests.

On receipt of the LskResponse, the LPS matches the LpsNonce in the response against an outstanding request. If this does not match any outstanding requests, the LPS discards the response. Otherwise it verifies the response Mac, discarding the message as a forgery on failure. Note that the LPS uses the LpsId and LpsKeyId to identify the correct key used to compute the Mac. Otherwise, the request is valid. In that case, the LPS creates an LSK SA using the distributed LSK and binding information. It unwraps the distributed LSK, which can be used to respond to PmkRequest messages.

Note that if the AS crashes, then no session will exist between the LPS and the AS, and any requests the LPS generates will go unanswered. In this case, the LPS should periodically attempt to initiate a new session to protect traffic it exchanges with the AS.

The LSK Provisioning Protocol may operate over any standard AAA protocol, e.g., RADIUS or Diameter.

4.1.4.2 PMK Establishment Protocol

When the LPS is hosted by a device that is distinct from the device hosting an AP’s Authenticator, the Authenticator and the LPS establish the PMK via the PMK Establishment Protocol. This uses the 802.11r Roaming Resource Protocol as its transport.

The PMK Provisioning Protocol is a two message exchange between the Authenticator and an LPS, consisting of a Request and a response message. The PMK Request message requests a new PMK, and the Response message either delivers an PMK or indicates a failure. This is depicted below:

Authenticator ( LPS:
PmkRequest

LPS ( Authenticator:
PmkResponse

The Authenticator initiates an instance of the protocol by constructing and sending a PmkRequest message to the LPS. The Authenticator should commit to the 5-tuple <SupplicantId, SID, SupplicantNonce, AuthenticatorSid, AuthenticatorNonce> in any retries it might send.

When it receives the PmkRequest, the LPS determines whether this is a recently received request. If so, there are four cases. If the LPS has recently responded to this request—i.e., to a request identified by the 5-tuple of values—then it it retransmits the PmkResponse corresponding to the request. If the LPS does not have an LSK corresponding to the SID, then it generates an LskRequest, sends this to the AS; it may silently discards the PmkRequest, or it may cache the request and respond only after it receives an LskResponse message in reply to its LskRequest message. If it has not responded but now posseses an LSK corresponding to the request SID, its action depends on whether it shares a session identified by the AuthenticatorSID. If no such session with the Authenticator exists, the LPS silently discards the request. If the session exists, the LPS instead 

1. locates the SA identified by SupplicantId and the SID

2. derives the PMK and PCK, as defined in Section 4.1.1.2
3. Constructs an LmkResponse with Status “Success”, and

4. returns this to the Authenticator

The LPS should cache the response and information identifying its corresponding requests, to facilitate responding to retried requests.

On receipt of the PmkResponse, the Authenticator matches the AuthenticatorNonce in the response against an outstanding request. If this does not match any outstanding requests, the Authenticator discards the response. Otherwise it verifies the response Mac, discarding the message as a forgery on failure. Note that it will use the Otherwise, the request is valid. In that case, the Authenticator creates a PMK SA using the distributed PMK and binding information.

Note that if the LPS crashes, then no session will exist between the LPS and the Authenticator, and any requests the Authenticator generates will go unanswered. In this case, the Authenticator should periodically attempt to initiate a new session to protect traffic it exchanges with the LPS.

4.1.4.3 PTK Establishment Protocol
This describes the JIT optimized 4-Way Handshake.

4.1.5 JIT Key Usage

The following discusses how JIT provisions the PMK at the AP’s Authenticator.

4.1.5.1 Advertisements

When JIT and RSN are both enabled, the RAP shall include the NASID information element in its Beacons and Probe Responses. The AuthenticatorId portion of the Name allows the Supplicant to later verify that the PMK is bound to the Authenticator so defined. The LpsId portion of the Name allows the Supplicant later to verify that the LSK is bound to the LPS so defined.
4.1.5.2 Initial Contact PMK Provisioning

A STA indicates that it intends to use JIT keying by selecting the JIT AKM in the RSN information element it includes in the Association Request message. A STA shall not select the JIT AKM unless the AP advertises support for the JIT AKM in the RSN information element in its Beacons and Probe Responses.

If the AP requires security and if the STA signals that it intends to use JIT keying in an Associate Request, then it proceeds as defined by the IEEE 802.11i 2004 specification.  On subsequent reassociations, the RSTA and RAP suppresses the 4-Way Handshake. Instead, the STA initiates a JIT Query to the AP. Note that since Query is implemented using 802.11 management frames, it is not blocked by the 802.1X controlled port. All data traffic will remain blocked, however, because the PTK has not been derived.

When the AP receives the Query Request, the JIT PMK will not have been cached. The AP will respond with a “Come Back Later” Query Response and generate a PmkRequest to the LPS.  The “Come Back Later” response is a JIT Authentication response that includes a Return Interval IE time value (relative to the AP’s TSF) that is greater than zero.

When it receives the PmkRequest, the LPS will generate an LskRequest to the AS. The LPS may silently discard the PmkRequest, or it may decide to respond if it receives a corresponding LskResponse. Since EAP authentication has completed successfully, the AS will respond positively to the LskRequest. This will install an LSK at the LPS. An LPS may respond to the PmkRequest that triggered the request, or it may wait for another PmkRequest for the cached LSK.

A STA may continue to transmit Query requests once the Return Interval time value expires to ensure the resource request is complete.  Alternately, a STA may have confidence that the Query will have provisioned the PMK by the Return Interval value and instead of issuing another Query request, proceed to the JIT reassociation request.
When the Supplicant finally receives a positive Query Response, it shall verify that the response SupplicantNonce, SupplicantId, SID and LSKID match what was sent in the Query Request, or else silently discard the response as a forgery. It shall also verify that the binding returned by the Response contains the same AuthenticatorId and LpsId as in the Name information element from the Beacon or Probe Response from the AP. It shall use the LskId returned to identify the EMSK needed to verify the SupplicantMac, and the PmkId to identify the LCK needed to verify the PmkMac. If the verification of either fails, the Supplicant shall again discard the response as inauthentic. If each of these succeed, then with this assurance, the STA can initiate a JIT reassociation to instantiate its PTK.

4.1.5.3 Reassociation PMK Provisioning

To provision an PMK at an Authenticator prior to reassociation, the JIT SME generates a Roaming Resource Request, sending it to the new AP via either the JIT Query or the JIT Resource Reservation Request. When the target AP receives the request, its SME checks its PMK cache for the presence of the PMK identified by the request. There are three cases.

· Case 1. If the AP is unwilling to extend service to this STA for any reason, it can immediately reject the request.

· Case 2. If the AP is willing to extend service to this STA, and if the identified PMK is present, the SME can immediately respond affirmatively.

· Case 3. If the AP is willing to extend service to this STA but the identified PMK is not present, the SME generates a PmkRequest to send to the LPS, and it responds to the Roaming Resource Request with a “Come Back Later” Response.

In the latter case, when the Supplicant receives a positive Query Response, it shall verify that the response SupplicantNonce, SupplicantId, and SID match what was sent in the Query Request, or else silently discard the response as a forgery. It shall also verify that the binding returned by the Response contains the same AuthenticatorId and LpsId as in the Name information element from the Beacon or Probe Response from the AP. It shall use the LskId returned to identify the EMSK needed to verify the SupplicantMac, and the PmkId to identify the LCK needed to verify the PmkMac. If the verification of either fails, the Supplicant shall again discard the response as inauthentic. If each of these succeed, then with this assurance, the STA can initiate a JIT reassociation to instantiate its PTK.

Note JIT does not require the STA to generate a Roaming Resource Request either by Query or by Reservation if it has reason to believe its PMK is already provisioned at the target AP.

4.2 Optimized 4-way handshake

JIT optimizes the 4-way handshake by eliminating the first message in the 4-way handshake protocol, during re-association.  The STA pre-computes a distinct ANonce value which is essential for maintaining PTK freshness.  The ANonce value, therefore, is not selected by the AP, in JIT.  STA selects the ANonce, and passes this, in the Re-association Request message, to the AP.  The re-association request also contains the second message of the 4-way handshake message, including the SNonce value.

The optimised 4-way handshake procedures require that the STA maintain, in its cache, a distinct ANonce value for each AP that the STA has associated or re-associated with.  The STA can then increment this stored ANonce value, like a counter, everytime the STA re-associated with the same AP.  This provides freshness property to the PTK generation.  The AP also maintains a similar counter, to detect ANonce reuse.
During Re-association, the JIT optmized 4-way handshake modifies the 4-way handshake defined in IEEE 802.11i, in the following ways:


Message 1. Authenticator -> Supplicant:  NOT NEEDED


Message 2. Supplicant -> Authenticator:  Modified to send ANonce

Message 3: Authenticator -> Supplicant:  Modified to send random challenge for Liveness proof
Message 4:  Supplicant -> Authenticator: Modified to resend random challenge for Liveness proof
Message #2:

The following is a description of changed fields and operations:

· EAPOL-Key Frame – Key Replay Counter: Since there is no message #1, this value will be freshly assigned by the STA.

· EAPOL-Key Frame – Add a new KDE to send the Anonce

Message #3:

The following is a description of changed fields and operations:

· EAPOL-Key Frame – Key Replay Counter: This value will be (n+1), where “n” was the value of the same field in message #2 of the Re-Association Request.

· EAPOL-Key Frame – Add a new KDE to send the Random Challenge by the AP

· AP sends back the Anonce in the Key Nonce field in the EAPOL-Key descriptor

· Plumb the PTK components
Message #4:

The following is a description of changed fields and operations:

· EAPOL-Key Frame – Add a new KDE to resend the Random Challenge by the STA, back to the AP
· This protocol enforces that the PTK components (KCK, KEK, TK) be plumbed before the Re-association response is sent from the AP.  This is essential to minimize 4-way handshake race conditions.
The following figure describes the tasks performed at the STA and Next AP to implement the optimised 4-way handshake protocol.
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Figure 44 Optimized 4-way Handshake with Processing Steps
4.2.1 EAPoL Keying Changes

This proposal continues to use the EAPOL-Key frames, defined in IEEE 802.11i, to exchange information between the Supplicant and Authenticator.  Various fields in the EAPOL-Key frame are filled in as per their definitions.  However, the EAPOL-Key frames are embedded into the Re-Association messages, as a new Information Element (IE), called Encapsulated 802.1X IE.

The KDE type will be 0xdd, and the Length field will contain the combined lengths of OUI, Data Type, and Data fields.  The following new KDEs will be added to the EAPOL-Key Descriptor, as defined in figure below:

	OUI
	Data Type
	Meaning

	00-0F-AC
	5
	Anonce

	00-0F-AC
	6
	Random Challenge

	00-0F-AC
	7-255
	Reserved


Figure 45 EAPOL Key Data Encapsulation
The Key MIC field in the EAPOL-Key frame is used for transporting the MIC values in all messages.

The following keying changes are affected in this proposal:

· The STA’s Supplicant pre-computes the PTK and plumbs the pairwise TK prior to transmittng the Re-Association Request message.

· The AP’s Authenticator computes the PTK and plumbs the pairwise TK prior to transmitting the Reassociation Response message.

NOTE: This design eliminates the over-the-air race condition that results from message 4 of the 802.11i 4-Way Handshake being lost.

· The STA’s IEEE 802.11 SME will create 4-Way Handshake Message 2 in the normal way and pass it via the corresponding MLME-Reassociate.request for inclusion into the Re-Association exchange
· The AP will deliver 4-Way Handshake Message 2 to the SME via the MLME-Reassociate.indication primitive.

· The AP’s SME will transmit 4-Way Handshake Message 3 to the MAC via the MLME-Reassociate.Response primitive.

· The STA will deliver 4-Way Handshake Message 3 to its SME using the MLME-Reassociate.confirm primitive.

· The SME will send 4-Way Handshake Message 4 in the normal way.

· The MIC is performed across the entire contents of the Re-Association messages.  All variable fields which can be changed by MAC, and EAPOL-Key MIC field are set to zero for purposes of computing the MIC.  The receiver (AP) of the Re-Association Request message extracts the ANonce and SNonce from this message, and computes the PTK.  Then, the MIC is verified across the entire Re-Association Request message.

4.2.2 Pre-Computing PTK and ANonce Algorithm

The pre-computation of the PTK is a protocol optimising feature for efficiency in execution, and plumbing of the PTK keys at the STA.  The STA pre-computes the PTK at re-association time, using an ANonce value that is generated at the STA.  Performing PTK pre-computation prior to re-association decreases the latency involved in executing the 4-way handshake protocol, and allows the PTK security association to be in-place before a re-association message is sent from the STA.  This allows the re-association message to be integrity protected.

The PTK is computed at the STA and at the AP, following the same procedures defined in IEEE 802.11i.

4.2.2.1 Procedure for ANonce at AP Authenticator

The ANonce algorithm at the AP authenticator is described below.

If (STA performing Association with an APfirst)


Choose ANoncei randomly at APfirst

APfirst sends ANoncei to STA.

If PTK 4-Way Handshake succeeds, then STA and APfirst cache PMKID-Tuple <BSSID, STA-MAC-Addr, PMKID, PMK, ANoncei> 

If ((STA performing re-association with APnext) AND (PMKID-Tuple is cached))


If ((PMKID available at APnext) AND (No ANonce cached for this STA))


Cache PMKID-Tuple <BSSID, STA-MAC-Addr, PMKID, PMK, ANonce> with ANonce = random value


STA sends ANoncej to APnext

If (ANonce ( ANoncej) then 

Reject Re-Association Request

If (PTK 4-way handshake succeeds) then 

Cache PMKID-Tuple <BSSID, STA-MAC-Addr, PMKID, PMK, ANoncei>

Else If ((STA performing re-association with APnext) AND (PMKID-Tuple is not cached))


Force STA to do a full 802.1X authentication and 4-Way Handshake with APnext
Additional procedural steps to ensure ANonce uniqueness include the following:
· AP caches most recent ANonce value from STA that reassociated with that AP

· ANonce is unique for (STA-MAC-Addr, BSSID, PMKID, PMK)

· If AP (Authenticator) initializes or reboots, empty cache and start over

· Please note that the term AP implies that the Authenticator resided as part of the AP is performing the tasks.

4.2.2.2 Procedure for ANonce Algorithm at STA Supplicant

The ANonce algorithm at the STA Suplicant is described below:

If (STA is performing an association with APfirst)



Get ANoncei from APfirst
If PTK 4-Way Handshake succeeds, then STA cache PMKID-Tuple <BSSID, STA-MAC-Addr, PMKID, PMK, ANoncei>

If (STA performing re-association with APnext)



If (STA has no cached ANonce for APnext BSSID’s PMKID-Tuple)




ANoncej = random for the APnext BSSID, and create and cache the PMKID-Tuple



If (ANoncei exists for the APnext BSSID’s PMKID-Tuple)




ANoncej = ANoncei + 1 (monotonically increasing Counter)



STA sends ANoncej to APnext
If (PTK 4-Way Handshake succeeds) then 

Cache PMKID-Tuple <BSSID, STA-MAC-Addr, PMKID, PMK, ANoncej>

Additional procedural steps to ensure ANonce uniqueness include the following:
· STA will cache (save) and increment ANonce, as monotonically increasing counter, for each BSSID

· STA will send APnext’s BSSID specific ANonce counter for subsequent reassociations to that AP

· If ANonce rolls over (i.e., 2256 – 1 ( 0), provision a new PMK

· If STA initializes or reboots, empty cache and start over

· Please note that the term AP implies that the Authenticator resided as part of the AP is performing the tasks.

5 QoS

5.1 Roaming in QBSS Environment

5.1.1 QBSS Overview

A QBSS (Quality of Service Basic Service Set) supports IEEE 802.11e MAC enhancements providing Quality of Service features to QoS Stations (QSTA) and QoS Access Points (QAP). A roaming QSTA will expect a certain degree of QoS support when roaming to a new QAP. Before the new QAP can offer the required level of QoS a number of events must take place so that the QSTA can seamlessly roam to the new QAP without any interruption to its data or voice service.  How the QSTA decides what QAP can offer the best services is out of scope.  

5.2 Usage Scenario for flow with JIT

A roaming STA may be supporting real-time sensitive applications, and utilizing the 802.11e (QoS) MAC enhancements features.  For instance, a RSTA may be supporting traffic streams and receiving a certain level of QoS from its current RAP.  It is essential that the next AP affirms the QoS needs of the RSTA.  JIT allows RSTA to request its QoS needs by including Traffic Specification (TSPEC) information elements in a single re-association request message to the next RAP.  The Next AP responds appropriately to RSTA’s request; i.e., it either allocates the requested TSPEC, or else it rejects the Reassociation Request.
5.2.1 JIT Message Flow

Figure 31 shows a message flow for the JIT mechanism. The STA is associated to AP1 and is transferring packets. The STA performs a background scan and receives a beacon or probe response from AP2; the STA analyzes the information and determines if the roam to AP2 is necessary. 
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Figure 46 JIT QoS Description of Message Flow
Event 1 shows where the STA shall use the QBSS Load IE and the Roaming IE, see reference 3.7.8 for further details, to calculate if a fast roam can be performed and if the QAP can accept the STA resource requirements. The QBSS load IE shall be used to determine if AP2 or network can handle the resource request. 

The STA performs authentication as open in figure 31, note this may be any other authenticate method. The STA would now disassociate from AP1 before commencing with the reassociation request to AP2.

Event 2 is when the STA creates the reassociation request. The Reassociation Request shall indicate if JIT is enabled and a fast roam is about to take place. The STA may include TSPEC IE in the reassociation request; a STA may have up to eight TSPECS setup. At reassociation the STA may re-instate the current TSPECS in action and may add others to be used once associated to the new AP2.. 

Event 3 triggers when AP2 receives the association request. AP2 should respond with the reassociation response within a timely manner within the specified IEEE 802.11r PAR.. The resource request may be processed by the AP in a vendor specific manner. An AP may decide to consult an external box, like the LPS. This is beyond the scope of the standard.The resource response shall be indicated within the TSPEC IE of the reassociation response. If the request is successful the TSPECS will be added and the STA is associated to AP2 and data transfer can continue. If the resource request is denied suggested TSPECs may be added to the association response and the association shall be denied. 

Event 4 is when the STA receives the reassociation response. If AP2 accepted the request the 802.1x controlled port is opened and the STA can start data transfer. If the reassociation request is denied because of resource not available then the STA has two options:

· The STA may try and reassociate with AP2 with reduced resource requirements. 

· The STA may try and perform the JIT mechanism on another AP in range.

5.3 Usage Scenario for flow with Query + JIT

A Network may be in demand with a medium load with some unpredictability on whether resources are available or not. A RSTA may not have enough information to determine if the network has enough resources for its requirements.. In this case a RSTA shall submit a query to the new RAP if the RSTA resource requirements can be met. The query can give the RSTA an exact answer to whether the network can allocate those resources. The query does not give a guarantee for when the RSTA associates to the new QAP that the resources will still be available, no allocation is done from a query. However, it gives the RSTA a better estimation of the probability of success in being able to allocate the resources when the RSTA actually associates. This becomes especially important for implementations where QBSS Load IE is not a strong reflection of network capacity usage.

5.3.1 Query + JIT Message Flow

Figure 32 shows the Query + JIT mechanism with a number of significant events which happen during a roam.
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Figure 47 Query + JIT QoS Description of Message Flow
First an authentication request is sent to AP2 with the query piggybacked with the request. The conventional authentication request is overloaded with a JIT enabled flag and the TSPEC IE. The TSPEC IE included in the authentication request shall be used by AP2 to answer the resource query. A number of TSPEC IEs may be included within the Authentication Request for the query. 

Event 2 shows the query time out response for AP2 to respond within. The STA shall stay on the AP2 channel or band for as long as it takes. AP2 may reply either with the query response or a come back later. If the query is returned successfully within the timeout period the STA shall then commence to the JIT reassociate. If the response is come back later the STA shall then go off back to AP1 and wait until the query response will be available. The STA shall return to AP2 and re-query whether the resources could be allocated or not at a later time which shall be vendor specific. The query shall be synchronous with the come back later feature. If the query is not responded to within the time out then the STA has three options: retry the authentication request, go back to AP1 and continue as normal or try the JIT reassociation. The response may be calculated at AP2 or it may have to perform the query on another entity like a LPS for example.

Event 3 AP2 receives the authentication request and processes the resource request. If AP2 is a non-RAP AP then the authentication request would be treated as a normal authentication request and the resource request, TSPEC IEs, shall be ignored. AP2 is expected to process the TSPECS or the LPS having a response within the timeout period. The status response shall be one of the following

· Accept 

· AP Accepts the TSPEC IE request and responds with same TSPEC to be allocated. Nothing is reserved at this stage AP2 is only informing the TSPEC could be reserved if the request is made.

· Deny

· AP denies the TSPEC IE request and responds with the TSPEC that could not be allocated as resources are low. If the STA happened to try and query or reserve the resources at a later time the AP may respond differently.

· Deny with Suggestion

· Network suggests a TSPEC IE which it could accept if the STA was to request it. The STA would then have to lower its requirements if the application is capable. The network shall not allocate these resources at this stage until a reservation or JIT reassociation is made. 

Event 4 triggers when AP2 receives the reassociation request with JIT enabled. AP2 may have accepted or denied the TSPEC request earlier; no resource for the STA is allocated. Circumstances for the network may have changed and the suggested TSPEC may or may not be accepted and reserved.
5.4 Usage Scenario for flow with Reservation + JIT

A network with a high load and very unpredictable resource allocation would advise to use the Reservation + JIT mechanism. A RSTA may need a 100% guarantee that the resources it requires are available if it associates to the new RAP. With the network overloaded and not knowing if resources will be available the RSTA may decide to use the reservation to pre-allocate the resources before JIT Association is performed.  Reservations are especially useful if the network experiences lot of fluctuation in the load.

5.4.1 Reservation + JIT Message Flow

Figure 33 shows the message flow for the Reservation + JIT mechanism. STA has decided to roam but needs a guarantee that when it reassociates to the new AP2 the resources are immediately available. 
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Figure 48 Reservation + JIT Description of Message Flow

Event 1 shows the point when the STA decides that the network load is high and has no guarantee the resource will be available if only JIT reassociation is performed. The STA may perform a query before a reservation is made to retrieve a probability to whether the network can allocate the resources. The reservation request may contain the TSPECS setup between the STA and AP1. Additional TSPECS may be added to the resource request if needed when the STA is associated to AP2.  The Resource Request is transmitted over the air to AP1. The request is then forwarded to AP2 over the wire. AP1 shall control the STA from only having one resource request linked with one AP. 

Event 2 occurs when AP2 receives the Resource Request and starts to process the STA requirements. At this point AP2 may perform a Resource Request to a external entity like a LPS or may be capable of processing and allocating the resources its self. AP2 shall attempt to conditionally allocate the resources for the STA, the condition is on a timeout period in which the resources will be freed if the STA does not reassociate.AP2 shall not free the resources allocated until the timeout has expired. Once the timeout expires AP2 shall free the resources and the STA shall have to re–transmit the resource request.  

Event 3 is triggered when the STA receives the Resource Response. Attached to the response is the Reservation Timeout Interval if the resource request was accepted. The interval indicates how long AP2 will reserve the resources for the STA. The STA shall re associate within this time if it wishes to obtain the resources after reassociation. If the Reservation Timeout Interval expires the STA shall then have to perform the resource request again to reallocate the resources. The resource request may be denied in this case the STA may perform the JIT reassociation or retry the resource request.  

Event 4 triggers when the STA transmits the JIT reassociation request to AP2. The request shall include the TSPEC IE so AP2 can admit the pre-allocated stream. If the reassociation request is received by AP2 before the Resource Timeout Interval has expired then the resources previously allocated for the STA will be admitted and put in to action. If the reassociation request is received by AP2 after the Resource Timeout Interval has expired then the resources would have been freed.

6 Roaming Description

6.1 Capability Negotiation and Policy
The AP and STA will use the extended capability information IE to advertise its roaming capabilities. A roaming-enabled AP will use the extended capability information to advertise its support for one or more roaming mechanisms: JIT, Query+ JIT, and/or Reservation+JIT. 

A roaming-enabled AP and STA can be configured to advertise multiple roaming mechanisms. The STA must select a roaming mechanism that is advertised in its capabilities and the capabilities of the AP.

	Case
	Roaming Enabled
	Security Enabled
	QoS Enabled
	RSN IE Present
	Action IE List 
	EAPoL_Key Present

	1
	Yes
	No
	No
	No
	Yes
	No

	2
	Yes
	No
	No
	No
	Future
	No

	3
	Yes
	Yes
	No
	Yes
	Yes
	Yes

	4
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	5
	No
	Yes/No
	Yes/No
	Yes/No
	No
	No


Figure 49 Roaming capabilities advertisement alternatives

This figure gives information on possible capabilities information that could be used by and RSTA or RAP to negotiate the roaming mechanism depending if the STA and the AP are QoS or RSNA-enabled. 

For case 1, if roaming is enabled without QoS and Security with today’s amendments, fast roaming is not really required. The Action List IE will be present; none of the security IE’s will be present.

Case 2 addresses future amendments, which may require the use of action IE’s to allocate resources on the AP. In that case the Action List IE will be present along with any action frames.

When roaming and security are enabled in Case 3, the RSN IE will be present along with the Action List IE and the EAPoL_key. The MIC will be calculated across the Action List IE EAPoL_Key contents. The Action IE List will contain a count of zero.

In case 4, when roaming, security, and QoS are enabled, the RSN IE and EAPoL-Key messages will be present along with the Action IE list element. In that case the MIC would be calculated across all Action frames as well as the EAPoL_Key message.

In case 5, when roaming is not configured, the Action IE List and EAPoL-Key information elements are not present.  

In all cases, the Action List IE will be present. If the security is enabled on the RSTA or RAP, the RSN IE appears twice, once in the reassociation message and another as part of the EAPoL-Key message. 

If RSNA is enabled, the MIC is calculated across the Action IE list and the EAPoL-Key payload.

The JIT proposal offers three alternative mechanisms for a RSTA to roam to a new RAP. JIT is the basic fast roaming mechanism; Query + JIT and Reservation + JIT are enhancements to JIT that may be applicable in specific network conditions. The decision of which JIT mechanism to use may depend on the following:

· Network Architecture

· Network load and traffic conditions

· Intersection of STA and Network capabilities

Network architecture is vendor specific and the JIT proposal is designed to accommodate all variations. Network load and traffic conditions vary in real time and the JIT proposal will cover all major conditions to meet the 802.11r PAR. The intersection of STA and network capabilities is the selection of those capabilities that can be supported both by the STA and the network, which is determined by elements of the JIT protocol proposal. 

A RSTA supporting roaming shall support at least one of the various JIT mechanisms.  A RAP advertising fast roaming shall support at least one of the JIT mechanisms. The RAP shall advertise which JIT mechanism it prefers, and shall advertise other JIT mechanisms that it supports. The RSTA may decide to use the preferred advertised JIT mechanism or can opt to use one of the other JIT mechanisms advertised by the RAP capabilities field.

The RAP may change which JIT mechanism to recommend depending on criteria such as the network load at that particular time. Algorithms for the selection of the preferred JIT mechanism are vendor specific.

A number of criteria the RAP vendor may want to consider when deciding which JIT mechanism to prefer in certain network conditions are:  

· JIT may be advertised by the RAP if

· The network load is at a constant low level with no fluctuations in traffic

· The RAP allocates resources without having to query a Local Policy Server (LPS), and the resource allocation algorithm is efficient enough to respond almost instantly

· Query + JIT may be advertised by the RAP if

· The network load is low or moderate with no erratic variations

· Network resources are in demand, and the network load is varying so resource allocation is not guaranteed. Note the Query mechanism may be a part of the LPS or implemented in the HC of the RAP

· Reservation + JIT may be advertised by the RAP is

· The network load is high with spikiness of load which is non-deterministic

· An LPS is in place that takes time to process resource requests and produce a response. The network architecture is designed so no immediate response to resource request is possible, or high network traffic which the resource allocation mechanism can not handle is preventing an immediate response

The RSTA may decide not to use the preferred JIT mechanism, and may use one of the other mechanisms advertised in the capabilities instead. The RSTA vendor may wish to consider the following criteria:

· If the RAP prefers JIT 

· The roaming IE, scan results, and/or QBSS load IE may not be enough information for the RSTA to be confident the RAP will accept its resource request so may decide to use Query + JIT

· If the RAP prefers Query + JIT

· The RSTA may decide that it needs 100% confidence that its resource request is accepted, so the RSTA may chose to use Reservation + JIT

If the RAP does not advertise any JIT mechanism which the RSTA supports, the RSTA shall not use JIT, and may use the conventional (re)association mechanism. 

6.2 Just In Time (JIT) Transition Mechanism

The Just In Time transition mechanism optimizes the number of frame exchanges required to complete a BSS-Transition to a new AP. The mechanism enables the means to:

· Minimize “over the air” latency by piggybacking resource allocation

· Minimize PTK computation and plumbing latencies by enabling the STA to pre-compute prior to re-association

· Enable “Authenticated” re-association exchange

· Removes the 802.11i 4-way handshake race conditions

· Allocation of QoS resource at re-association time
The JIT mechanism allows the STA to request that the AP allocate resources by including action IE’s in the reassociation message. These Action IEs take the place of action frames that would be transmitted after association to allocated (QoS) resources. For example, the Action IE’s could include TSPEC and TCLAS  IEs which would allow the STA to request QoS resources at reassociation time.

The JIT mechanism optimizes the 4-way handshake messages into a three message sequence that is initiated by the STA. The first two messages are included as part of the reassociation request and response. The third message is sent from the STA to the AP to complete the BSS Transition. 

The JIT transition uses the re-association process to allow a roaming-enabled STA and AP to allocate resources. The STA uses the reassociation request to convey one or more Action IEs, such as a TSPEC and/or TCLAS to the roaming-enabled AP as part of its request. The STA uses the JIT Action Frame count to indicate the number of action IE’s. 

If both the STA and the AP are configured to support RSNA, the STA will pre-compute the PTK and transmit a modified version of message #2 of the 4-way handshake as part of the re-association request. The STA will need to cached the PMKID, the PMKSA and the ANonce in order to pre-compute the PTK.  The STA will calculate the MIC for the EAPoL message across all IE’s as well as the 4-way handshake message. 

The AP will use the Reassociation Response to indicate responses to the Action IE’s as well as a modified version for message #3 of the 4-way handshake. The Action IE’s will indicate Acceptance/Rejection of TSPEC or  suggested TSPEC. The MIC of the message will be calculated across all action IE’s as well as the 4-way handshake payload. 
6.2.1 QoS procedures at the non-AP QSTA

The following procedures apply to a non-AP RSTA that is also a QSTA. 

A non-AP RSTA may choose to initiate the JIT mechanism when it deems fit. The Re-association Req message thus sent may or may not contain any QoS related IEs (such as TSPECs), depending upon whether a reservation request message prior to the re-assoc Req message has successfully reserverd resources for a subsequent roam to the new AP.

In the simplest case, an STA may choose to initiate a JIT without any prior query or reservation phase. In that case, if the STA needs to negotiate the QoS with the new AP, it must send the TSPEC IEs in the Re-association message.  This would indicate to the AP that the STA wants the QoS as specified in the TSPEC IEs in the reassociation message. 

A re-association request with TSPECS to a non-RAP AP  is not defined. The response to such request is beyond the scope of this document. 

A response to the re-association request with a status code of 0  will be considered a successful association by the STA. If  such a  Re-association response doesn not contain any TSPECS, the STA will interpret that the target AP did not consider the TSPECs which the STA sent it and as a result no QoS guarantees were established. However, in case the TSPECs were included in a successful response, the STA should interpret the medium time and any other fields in the TSPECs as legitimate indication of Traffic Streams being admitted by the AP.

In case where the STA had sent a query request before invoking the JIT mechanism, the STA must still send all the TSPECs that it wants to the AP to consider, regardless of what the results of the query were.

In case where the STA had sent TSPECS in the reservation request prior to invoking the JIT mechanism, there are two possibilities:

1. The reservation request was successful AND the STA invoked JIT within a specified time.

2. The reservation request failed OR ( the reservation request succeded but STA did not invoke JIT within a specified time ).

In the first case, JIT need not send TSPECs in the association message.  The  TSPECs sent previously would be used to admit the streams defined in TSPECs. If , however, the STA still sends TSPECs in the reassociation, the AP shall  consider the new set to override the previous.

In the second case, the STA should insert the TSPECS in the reassociation message.

In case the response to the asssociaton message contains a non-zero status code, the STA shall assume that no TS was admitted at the AP. If the status code is one of the following QoS failiure codes, the response will include a set of TSPECs that are suggested by the AP. This set of suggested TSPECS may include one or more original TSPECS sent in the reassociation message. The STA should expect to receive the suggested set of TSPECS, which could be just a replica of the original set, from a Roaming Enabled AP (RAP). 

· Invalid TSPECs

· QoS resources not available

6.2.2 QoS procedures at the RAP

The procedures below apply to a RAP that is also a QAP.

The behaviour of the RAP may very depending upon whether the STA invoked a reservation procedure prior to invoking JIT. If the STA had sent TSPECS in the reservation request prior to invoking the JIT mechanism, there are two possibilities:

1. The reservation request was successful AND the STA invoked JIT within a specified time.

2. The reservation request failed OR (the reservation request succeded but STA did not invoke JIT within a specified time).

In the first case, if the association request does not contain any TSPECS, the streams that were “accepted” in the reservation phase are deemed “admitted”. The AP, thus, relates previously allocated resources/schedules to the association of the STA.  If however, the association message does contain TSPECS, the AP revises it resource allocation and schedule; and if the AP can still accommodate the TSPECS, the TSPEC admission is considered succesfull.

In the second case, the AP tries to allocate resources for the TSPECs. The admission is considered successful if all the TSPECS were admitted by the AP.  Otherwise, the admission is considered a failure. 

If the admission of TSPECS succeeds and there is no other association related error the AP shall send an association response message with a status code of “0”. The response should also contain a set of TSPECS – each member in the set corresponding to one in the request message – indicating the parameters of the TS that the AP has admitted. The response TSPECS may contain information like Medium Time, Service Period etc.

If the admission of TSPECs fails, the JIT mechanism would fail with one of the following status codes in the association response:

· Invalid TSPECs

· QoS resources not available

In case of such failures, the AP may suggest certain TSPECS that it is likely to accept for each TSID. If the AP does not have a suggestion for a TSID, it must include the original TSPEC in response.

 An AP that is not RAP should drop any TSPECs received in the association message. 

In case where the reassociation request also fails for reasons other than TSPEC admission failure, the status code for the other reason will supersede.

6.2.3 Procedures for a RSNA enabled RAP and RSTA
An RSNA-enabled RAP and RSTA can be configured to use JIT; however derivation and usage of the PMK and the PMKID will be dependent on the key management mechanism. The RSTA and RAP will negotiate the RSNA parameters through the use of the RSN IE in 802.11 Management messages.

The RSTA will use standard RSNA mechanisms to establishe its initial connection with the ESS. It will use the JIT mechanism when it BSS-Transitions to new RAP’s in the ESS.

The RSNA-enabled RSTA and the RAP must use the same AKM as was negotiated as part of the last full 802.1x Authentication.

The RSTA and the RAP will need to generate the PMK and PMKID prior to re-association. If pre-authentication is used with key caching; the RAP and the RSTA will have to store an increment the ANonce prior to re-association. 

The JIT mechanism specifies a modified 4-way handshake to establish the PTK.  The successful completion of the modified handshake guarantees that the The RAP and the RSTA must store and increment the ANonce prior to re-association. A successful completion of the PTK derivation re-affirms the security association between the RSTA and the RAP, and guarantees the liveness of the security association.

6.3 Query with JIT Mechanism

6.3.1 QoS procedures at the non-AP RSTA
The procedure below applies to a non-AP RSTA that is also a QSTA.

A non-AP RSTA may choose to initiate the query mechanism when it deems fit. A RSTA may only initiate a query if it knows that the new AP it intends to raom to is a RAP and that the AP supports the query mechanism as advertised in the capability field.

A query to a non-RAP AP is not defined. The response to such query is beyond the scope of this document.

The intent of the query is to ask the new AP if it can admit a set of TSPECs.  The TSPECs in the query need not belong to only active TSIDs.  The STA can send TSPECs for any TSIDs that it intends to use after the transition.

The query is assumed to be synchronous, over-the-air operation.  The RSTA waits on the same channel as the new-AP for the response to the query for a configurable amount of time. The time for which it waits is configurable and its value is not mandated by the standard. How the RSTA handles any packets to and from the old AP while waiting for response to the query is beyond the scope. 

If a RSTA receives a negative response for the query, it does not mean that RSTA has been denied service. The RSTA may still attempt to associate with new AP using the JIT mechanism or using the vanilla association mechanism.

A response to the query is considered “YES” by the STA if the status code “0” is returned in the response message. A response to the query is considered “NO” if the status code is equal any of the following QoS Failure codes:

· Invalid TSPECs

· QoS resources not available

It is possible that the response may contain a special status code “Come back later”. The response with this status code will also contain the time after which the STA can expect to get a “YES” or “NO” response.  This status code suggests that the STA should retry the query after the specified time. It is upto the STA to retry the query at that time.

The STA may choose to ignore the “come back later” response and query other APs instead.

A STA may initiate multiple queries to the same AP. It is then upto the STA to manage the context and contents of the queries. It is also the responsibility of the STA to manage how it deals with multiple responses with the “come back later” status code.

It is possible that a re-query after the specified time (specified in the “come back later” response ) may generate yet another “come back later” response. This may happen if the AP was unable to get the answer to the original query yet, or the STA re-queried so late that the context of the original query was cleared at the AP.

For any other non-zero status codes, the authentication req is considered a failure for reasons other than the query failure. When such a failure occurs, the STA should not consider the results of the query in its operation.

6.3.2 QoS precedures at the RAP

These procedures assume that a RAP is also a QAP.

A RAP shall consider a set of TSPECs in the Auth message to be part of the query. An AP that is not RAP should drop TSPECs.

Upon receiving the TSPECs the HC MAC on the RAP (which is also a QAP) shall parse the TSPECs. The MAC may consult the scheduler to determine if the TSPECs can be accepted, given the current schedule of the scheduler. The algorithm to determinie the answer is beyond the scope. The HC MAC may use this answer from the scheduler as a direct input to prepare a response of the query. Alternatively, the HC MAC may send a MLME event to the SME, for further consultation. This query event may contain the TSPECs sent in the query from the STA.  The SME may inturn consult another entity, like LPS, and get the response. The response will then be passed down the HC MAC in an MLME response event. It may use the answer in the response event to prepare a response to the query.

A response to the query must at least carry the original TSPECs when the query returns with a “YES” answer.  This is to indicate to the STA that the TSPECs were considered by the AP before returning a response. Please note that since we are overloading the Auth Req message a successful Auth Resp message could be sent by a non-RAP because it dropped the TSPECs.

A response to the query should only be YES, if all the TSPECs in the query can be accommodated with a high probability. A YES, is not a guarantee that eventually all the TSPECs will be accommodated by the RAP.

A “NO” response to a query will be sent if the RAP can not fullfill demands of one or more TSPEC it received in the query. A “NO” response may contain one or more TSPECS. If the “NO” response contains TSPECS, those TSPECS are considered “suggestions” for the STA.   It is upto the STA to consider the suggested TSPECS for initiating another query or a JIT association. 

“NO” to an STA does not bar the STA from associating with the AP.  It is not considered an indication of denial of service.

A RAP may respond to a query with the status code of “come back later”. The RAP is indicating to the STA that it does not have an answer to the query yet and the STA shoud requery it after a specified amount of time. The RAP shall maintain the context for the query for some time for the STA to come back and re-query it.

It is possible that a RAP may receive multiple independent queries from the same STA. The RAP will maintain context for each of the queries independentally. From a QoS perspective, the context will include the set of TSPEC IEs included in the query.

A “come back later” response to an STA does not bar the STA from associating with the AP. It is not considered an indication of denial of service.

In case an Authentication request fails because of reasons other than QoS Failuire reasons, the other reasons shall supersede in the status code. 

6.3.3 Procedures for a RSNA enabled RAP and RSTA

The procedure for an RSNA-enabled RSTA and RAP depends on the the AKM negotiated as part of the RSN IE exchanges, on first and subsequent connections to the ESS. If RSNA key management is used, Query with JIT follows the identical procedure to JIT, as described in Section 6.2.3. If the JIT key management is used, the Query mechanism will be used as transport for the PMKRequest IE, which will be used to generate the PMK that will be used for the JIT re-association.

The RSNA-enabled RSTA and the RAP must use the same AKM as was negotiated as part of the last full 802.1x Authentication.

The RSTA and the RAP will need to generate the PMK and PMKID prior to re-association. If pre-authentication is used with key caching; the RAP and the RSTA will have to store an increment the ANonce prior to re-association. 

The Query mechanism will be used as a transport mechanism for the PMKRequest and PMKResponse IE’s. If the PMKRequest fails, the RSTA must either find another roaming candidate or attempt a BSS-Transition with another RAP in the BSS.
The JIT mechanism specifies a modified 4-way handshake to establish the PTK, as described in the JIT section.  The successful completion of the modified handshake guarantees that the The RAP and the RSTA must store and increment the ANonce prior to re-association. A successful completion of the PTK derivation re-affirms the security association between the RSTA and the RAP, and guarantees the liveness of the security association.

6.4 Reservation with JIT Mechanism

6.4.1 QoS Procedures at the non-AP RSTA

An STA may initiate resource reservation as it deems fit. A QSTA may only initiate a resource reservation if it knows that the new AP it intends to raom to is a RAP and that the AP supports the reservation mechanism as advertised in the capability field.

A reservation request to a non-RAP AP (be it new or old AP ) is not defined. The response to such request is beyond the scope of this document. 

The intent of the resource reservation request is to ask the new AP to reserve the resources for specifiied TSPECs.  The TSPECs in the request need not belong to only active TSIDs.  The STA can send TSPECs for any TSIDs that it intends to use after the transition.  It is the responsibility of the the STA to initiate a JIT session to associate with the new STA within a specific time of a resource reservation response.

If a QSTA receives a negative response for the resource reservation, it does not mean that QSTA has been denied service. The QSTA may still attempt to associate with new AP using the JIT mechanism or using the vanilla association mechanism.

A response to the reservation request is considered “SUCCESS” by the STA if the status code “0” is returned in the response message. A response to the reservation request is considered “FAILED” if the status code is equal to any of the following QoS Failure codes:

· Invalid TSPECs

· QoS resources not available
A successful response to a resource reservation also contains the amount of time for which the resources will  be locked down ( at the AP and the BSS ). The RSTA should associate with the new AP in the specified amount of time. Failure to do so will result in the release of the resources.

6.4.2 QoS Procedures at the RAP

This section describes the behavior at the RAP when it receives multiples of TSPECS for a non-AP QSTA that has not yet associated with it. 

The underlying assumption here is that a SME on the QAP receives some TSPECS from another QAP to which a non-AP QSTA is associated.  The SME receives these TSPECS in an over-the-wire message on a newly defined SAP. The SME then looks at these TSPECS and generates MLME.ACCEPT-TS.request that passes down the TSPECs to the HC MAC. The SME may also send these TSPECS to an external entity like some back-end QoS module for its consideration. The procedures to do that are beyond the scope of this specification. The HC MAC shall respond with MLME.ACCEPT-TS.indication that will indicate weather an HC MAC has accepted the TSPECS or not. Upon acceptance of TSPECs a traffic stream is said to have been created. The SME may translate this response into an appropriate Resource Response message to the old AP via the newly defined SAP. Alternatively, the SME may choose to wait for response from an external QoS module before sending out the Resource Response. 

By the end of a successful Resource Request /Response sequence, the HC MAC would have created a Traffic Stream for each of the TSPECS it received in the MLME.ACCEPT-TS.request.  However, the TS shall continue to be in the Inactive state, and neither inactivity nor suspension timer would be started. The TS will be moved to Active state only after the QSTA that originated the TSPECS associates with the new QAP, at which time the inactivity and the suspension timers will be started.
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Figure 50 MLME SAP for QoS at RAP
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Figure 51Hold Timer for QoS at RAP
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Figure 52 Hold Timer with MLME-Associate
As per 802.11e, an admitted stream is the one for which an ADDTS response was sent to the non-AP QSTA. All the EDCA/HCCA functions and admission control have been defined to act upon “admitted streams”.  For example, in case addition of a stream using ADDTS has indicated that it shall use HCCA, the HCCAF can schedule CF-poll on behalf of the TS for which the ADDTS was originated.

However, in the scenario we consider here, it is not possible to originate CF-polls in context of the TSPECs that we have received from the old AP for a simple reason that non-AP QSTA that originated the TSPECS over-the-air is not yet associated with the new QAP. Therefore, it becomes important to define the behavior of the HCF such that they differentiate between two types of streams:  A) a stream which has been created by a successful ADDTS request response and  B) a  stream which has been created upon reception of over-the-wire TSPECS from an STA that has not yet associated with the QAP co-resident with the HCF.

The Type A stream is what the 11e calls the admitted stream. We shall call the type B stream an “accepted stream”. An accepted stream is the one for which the EDCAF/HCCAF function has considered the TSPEC to be acceptable and has set aside AP-resources for a limited amount of time (bound by what is called the hold timer) but has not started acting upon. These resources include the air-time the HCF scheduler has allocated for this stream. As a result, the inactivity and suspensions timer have not been started for the accepted stream, and in case of HCCA the HCF has not started any CF-polling for the TS. An accepted stream is supposed to be a TS in the “Inactive” State. An accepted stream is considered admitted if the non-AP QSTA that originated the TSPECS for it associates with the QAP while the accepted stream has not yet been destroyed. Upon association, the hold timer is stopped.  If, on the other hand,  the hold timer of an accepted stream goes off , the stream is destroyed and the HCF reclaims any resources they may have allocated to the stream.  

6.4.3 Procedures for a RSNA enabled RAP and RSTA

The procedure for an RSNA-enabled RSTA and RAP depends on the the AKM negotiated as part of the RSN IE exchanges, on first and subsequent connections to the ESS. If RSNA key management is used, Reservation with JIT follows the identical procedure to JIT, as described in Section 6.2.3. If the JIT key management is used, the Reservation mechanism will be used as transport for the PMKRequest IE, which will be used to generate the PMK that will be used in the JIT re-association.

The RSNA-enabled RSTA and the RAP must use the same AKM as was negotiated as part of the last full 802.1x Authentication.

The RSTA and the RAP will need to generate the PMK and PMKID prior to re-association. If pre-authentication is used with key caching; the RAP and the RSTA will have to store an increment the ANonce prior to re-association. 

The Reservation mechanism will be used as a transport mechanism for the PMKRequest and PMKResponse IE’s. If the PMKRequest fails, the RSTA must either find another roaming candidate or attempt a BSS-Transition with another RAP in the BSS.
The JIT mechanism specifies a modified 4-way handshake to establish the PTK.  The successful completion of the modified handshake guarantees that the The RAP and the RSTA must store and increment the ANonce prior to re-association. A successful completion of the PTK derivation re-affirms the security association between the RSTA and the RAP, and guarantees the liveness of the security association.

PRF-XXX(PMK, SNonce || 


ANonce || SupplicantID || 


NASID || SA || AA || 


“PTKey derivation”, 256+TKlen)








Temporal Key


L(PTK,256,TKlen) 


(TK)





EAPOL-Key Key Encryption Key L(PTK,128,128) (KEK)





EAPOL-Key Key Confirmation Key L(PTK,0,128) (KCK)





Pairwise Transient Key (PTK)


(X bits)





Pairwise Master Key


(PMK)


256 octets





PRF-256( LSK, m || 


SupplicantID || 


NASID || 


“PMKey derivation”, 384)








Pairwise Confirmation Key  (PCK)


128 octets





Local Confirmation Key


(LCK)


128 octets





Local Session Key


(LSK)


256 octets
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