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Agenda

-- Meeting Called to Order/Roll Call

-- AP Functional Description Content/Submissions


(a) Status & issues - Clarification between AP function & AP device, including enumerating AP abstract functional blocks within an AP device


Description of AP functions - Jon Edney
(b) Status and Issues - Integration function description, Distribution System and its associated services (portal, ESS, etc.) description - Mike Moreton.


(c) Additional discussion


-- Adjourn

KEY for the Conference Call Notes:

CH: Comments from the chair

FL: Comments from other participants

Unlabeled or labeled with the sub group leader’s first name: Comments from a sub group leader
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CH: Dorothy welcomed the attendees and provided a brief summary of the group’s purpose and current direction. The goal is to clarify the description of the access point architecture. In Berlin, the group operated as a Study Group and decided that the group would not create nominative text that changed the standard, but rather would create clarifying text for the access point architecture. Based upon this assessment, the consensus was to not form a Task Group but rather to form an ad hoc group to create the text and submit it via the TGma maintenance group.

CH: Clarification between the AP functions & the AP device, including enumerating AP abstract functional blocks within an AP device is being handled by one sub group led by Jon Edney.

CH: Integration function description, Distribution System and its associated services (portal, ESS, etc.) description is being handled by a group led by Mike Moreton.

CH: Additions to the Agenda:

FL: What is the status of a local reflector for this ad-hoc group?

CH: A local reflector has been requested. Stuart is taking it under advisement. At this time reflectors for the individual groups do not exist. The following issues are being worked:


· Administration and Maintenance

· Rules for coming on and off

· Spam Filters


CH: The request for a local reflector is actively being worked on but is not yet available.


AP Functional Description Content/Submissions

(a) Status & issues - Clarification between the AP functions & the AP device, including Enumerating AP abstract functional blocks within an AP device - Jon Edney

The following statements were made by Jon, unless labeled otherwise.

Jon: A message was sent to the reflector asking for volunteers, and seven replies were received. 

Now need to map out how to proceed.

Object is to capture the functions of the AP independent of the physical implementations.

The original standard “bent over backwards” to avoid constraining what an access point should be.

The objective is to clarify how functions can be mapped onto an access point.


Do not want to be implementation specific or limit implementations.

To identify the access point functions, Jon reported that he trolled through the standard and found over 400 access point references in the base standard. However, most of these references address well know functions, such as:


· Communicating to/from DS

· Buffering re power save

· Coordination Functions, especially for PCF and HCCA

Thus, the suggested approach is to find out what functions are currently defined in the standard; then determine which functions are really implemented in AP. Next determine where the undocumented functions would appear in an architecture diagram and create the clarifying text.

FL: Agree with finding functions and then defining them.

FL: At some point you need to assume a physical implementation, say the standalone AP we have been using for the past ten years, and complete the description.

FL: Suggest picking one as a reference implementation


Jon agreed but observed that the physical AP may change in the future; for instance’ in-home entertainment and other applications. 

Jon asked the attendees to contribute their functional decomposition for an access point. He expects this functional decomposition to consist of a list of one-line items for each function.

Jon stated that he would consolidate these lists of access point functions and make the consolidated list available to the group.

Jon volunteered to send an email to the 802.11 reflector requesting these functional decompositions for the access point.

FL: Since there is an APF conference call in three weeks, it was suggested that responses be requested within two weeks so that we can look at the responses during the next conference call.

Jon indicated that he would share the initial list at the next APF conference call and would create a more complete list of functions for the November meeting.

AP Functional Description Content/Submissions

(b) Status and Issues - Integration function description, Distribution System and its associated services (portal, ESS, etc.) description - Mike Moreton.

The following statements were made are by Mike, unless labeled otherwise.

Mike reported that currently Nehru Bhandaru and he are working on clarifying the description of the Distribution Function and its relationship to other functions.

Mike reported that the description of the Distribution Function is already in the standard and that he believes that the people who wrote it spend a lot of time crafting it. However, he believes that an explicit example would help readers more easily understand it. 

Two examples of the distribution function have been suggested:

· 802.1D Bridge

· IP Distribution System

People have difficulty understanding the abstract description of the distribution system.

Mapping 802.11-1999 onto 802.1 components is easy.

However, mapping 802.11i onto 802.1 components is more difficult. The problem arises with handling multicast frames in the access point to station direction. 

Mike indicated that he sent an email to the 802.1 reflector describing a possible way to handle this problem and solicited feedback (email provided below for those not on the 802.1 reflector).

Mick Seaman from 802.1 suggested to Mike a joint meeting to discuss this problem. Mick and Tony Jeffree have discussed this problem.

Mike also observed that there is overlap between Jon’s group and his group’s work but indicated that their work would be coordinated.

FL: Suggested that a third example be included to illustrate that a proprietary protocol can be used.

FL: The distribution system was not tied to a specific protocol.

FL: Some companies have implemented a proprietary MAC protocol for the distribution system.

FL: The intent of this suggestion is to make people aware that a proprietary MAC protocol is acceptable in the Distribution System.

FL: Suggested using Token Ring or another 802 MAC protocol.

FL: These suggestions illustrate the danger that Darwin has discussed. As soon as you describe one, then the other 99 (figuratively) are not described.

FL: However, an example of how the functions would be layered would be very useful.

FL:  Suggest describing a specific example and then try to remove the specifics to create a more generic example.

Mike indicated that he plans to create a generic 802 example with 802.1D bridging because, if you create one or more examples, then you should do this one.

Mike is open to others providing additional examples for consideration.

FL: The distribution system may be virtual.

FL: How should the DS behaviour be described? 

FL: What does IP have to do with this?

FL: The MAC can be tunnelled via IP.

FL: You can tunnel with anything.

FL: How is this relevant to the problem?

FL: An example will indicate how it can actually be implemented.

Mike indicated that 802.1D is an example of how APs are actually implemented.

FL: One argued against doing an example for IP.

FL: Assume that the DS is a truck. Write the bits on a chuck of wood and pitch the wood in the back of the truck. The truck carries the wood to the destination. At the destination, the bits on the wood are decoded and made available. This is an example of a proprietary MAC.

Mike stated that he plans to work on the 802.1D example and is looking for volunteers for the IP approach or any other approach.

CH: At some point, people will produce text, and we need to make sure the text is clear.

FL: What happens if many people show up with examples?

FL: Do not need to go down that path.

FL: Certain things are very difficult to describe generically, but others are much easier to describe in a specific case.

FL: The integration function is difficult to describe in general but is easy to describe for Ethernet or 802.3. While describing it, one realizes that there are two instances of the integration function, one for each direction.

FL: Suggest using a specific description as a tool and then make the description of the example more general.

FL: With regards to 802.11i, does 802.1X fits within the DS or outside the DS?

Mike indicated that the 802.1X functionality may be on a border.

FL: Should unicast and multicast be described separately?

Mike: In 802.1D there is a concept of a relay function that distributes frames to different ports. He believes that the relay entity in 802.1D may have to be changed to handle multicast. Do we try to get the 802.1 relay function changed or do we create an 802.11 specific relay function?

Mike: For unicast frames, the traffic is restricted to a single station.

Mike: Introducing multicast frames causes some problems.

Mike: Multicast frames from a STA is sent as unicast to the AP. Then, in going thru the relay entity, multiple copies are created and distributed.

Mike: If multiple copies of the multicast frames were created, then the single port concept would work. However, actual implementations are optimized.

FL: Don’t they (802.1D) have the same problem with the MACSec work?

FL: If it is a problem that we share with MACSec, then the 802.1 people may be more interested in solving it.

FL: Suggested that Dorothy work with Tony to set up a joint meeting with 802.1 at the November meeting.

CH: Dorothy agreed to work with Tony to schedule a joint meeting with 802.1. Since APF only has two sessions at the November meeting, it was suggested that we try to use one of their sessions.

CH: A question has been asked about how to use the reflector for this work. The 802.11 reflector should to be used for all work. Private discussions between individuals are okay, but observations and proposals should be distributed via the 802.11 reflector. 

FL: Can the 802.11 reflector email related to this work be tagged?

CH: The “APF AHC” tag without the quotes should be used on all email sent to the reflector related to this work so that participants can filter for these emails.

Actions Items

Send a request to the reflector requesting a list of AP functions – Jon Edney

Work on the 802.1D example to illustrate the Distribution Function – Mike Moreton

Provide a diagram from the 802.1D specification to Mike – Darwin Engler

Jon Edney and Mike Moreton were thanked for their work leading the two subgroups.

Next Meeting: Nov 3 at 12 Noon EDT

The same bridge will be used, but a new access code will be distributed.

If email to Dorothy at dstanley@agere.com bounces, use dvstanley@hotmail.com as an alternative email address.

The meeting is adjourned.

Attachment – E-mail sent to 802.1 with corrections from Mike Moreton

From: IEEE 802.1 [mailto:hdk-0316.pflrk@att.net]On Behalf Of Mike MORETON
Sent: Tuesday, October 12, 2004 3:59 AM
To: STDS-802-1-L@listserv.ieee.org
Subject: [802.1] Mapping 802.11 to 802.1
I’ve been tasked with writing a description of how the 802.11 architecture concepts can be implemented using 802.1 components (to help the IETF folk amongst others).  I’m running into a few issues…

 

It’s relatively easy to do this for the 1999 version of 802.11, but it gets very difficult when 802.11i is incorporated.  This is slightly ironic as 802.11i assumes a lot of 802.1 functionality is present – the problem is that it really requires a much closer integration than with 802.11 1999.

 

The only way I can see to model 802.11i is as a set of ports where each port is used to connect an individual 802.11 STA, and where each port contains the controlled/uncontrolled port functionality required by 802.1X.  In some senses 802.11 association creates a new port, and disassociation destroys the port.

 

This all works really nicely apart from broadcast/multicast.  If the ports mentioned in the previous paragraph were conventional ones, then a copy of each multicast/broadcast frame would be sent to each port.  While this would make the security people very happy, it isn’t what actually happens for performance reasons.  Instead, a single copy of the frame is sent that magically gets to all the attached STAs.

 

How does that magic work in an architectural model?  I can see two ways.  The first model is that a copy is sent to each port, but somehow the ports magically co-operate to combine their transmissions.  I don’t think this is a model that makes the architecture easier to understand!

 

An alternative model is to say that as well as conventional ports, we have two more new types of port.  So the three types become:

 

(1)     Conventional ports to which the Relay Entity forwards frames to destinations it has learnt to be connected via that port, frames to unknown destinations, and a copy of each multicast and unicast frame.

(2)     A port that can only have a single end station attached, and to which only unicast frames are sent.  (All types of frames can be received from such a port).  The Relay Entity knows the MAC address of the end station, and only forwards frames unicast to that address – unknown frames are not flooded.  This port will be associated with a pairwise key in 802.11.

(3)     A port that can only be used for the transmission of multicast/broadcast frames.  The Relay Entity will not forward unicast frames to this type of port.  This port will be associated with the group key in 802.11.

 

An 802.11 BSS creates a single port of type (3) either when the AP starts-up, or when the first STA associates (I think the 802.11 standard is quiet on whether broadcast frames get transmitted if no STAs are associated).  It creates a new port of type (2) for every STA that associates.

 

From the STA perspective, the act of association connects to one port of each type (2 & 3), though it should be noted that only the type 2 port is used for frame transmission.  It’s not clear to me where the re-combination happens in a client STA for received frames – I think there’s more than one way you could do it.

 

It should be noted that neither of these new port types can be used to attach an 802.1D bridge (because there is no way to forward unknown traffic to them), and so STP should never disable them.  If an 802.1D bridge needs to be connected via 802.11, then in order to make STP work, it should be modelled as a conventional type 1 port, including sending a separate copy of each broadcast/multicast frame – this is possible using the 802.11 WDS frame format.

 

If you accept this second architectural model, there is then the question of whether the generic relay entity should be extended to include these concepts, or whether there should be an 802.11 specific relay entity.

 

I’d appreciate any comments on these possible models, or suggestions of others.

 

Mike
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