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Abstract

Cumulative minutes of the High Throughput Task Group meetings held during the IEEE 802.11 Interim meeting in Berlin from September 13 through 17, 2004.

Executive Summary (also see closing report doc. 11-04-01082r0):
1. This was a marathon session where .11n met every possible hour of the week.

2. 28 Partial proposals were presented on schedule and within the one hour time limit.
3. 4 complete proposals (nSync group, Mitsubishi/Motorola, WWiSE group and Qualcomm) were presented on schedule and within the one hour time limit.
4. A straw man agenda for November which includes the “low hurdle” vote was agreed to by the group.
Note: these minutes are intended to offer a brief (even though the comments averaged about 2 pages per presentation) summary (including document number) of each of the presentations to facilitate review and recall of the session without having to read each of the presentations. Most of these minutes are built directly from selected slides of the various presentations and therefore are not subjective. An effort was made to note obscure acronyms. The Q&A was difficult to capture due to the wide scope of most of the presentations but an attempt was made.
1. 20 submissions were received and are listed in doc. 11-03-0891r3

2. Four conference calls will be held before the January meeting

3. Goal of January meeting will be to issue a “call for proposals”

Detailed minutes follow:

Monday September 13, 2004; 10:30 AM – 12:30 PM [~ 220 attendees]

:

1. Meeting was called to order by Task Group chairperson elect Bruce Kraemer at 10:31 AM

2. Chairs’ Meeting Doc 11-04-1030r0

3. Chair read IEEE Patent Policy

4. Chair reviewed topics not to be discussed during the meeting

5. New participants in .11n  ~42
6. Motion by Colin Lanzl to approve July minutes was seconded by Stuart Kerry passed without comment

7. Weeks’ Agenda for .11n

a. 34 hours available
b. Reviewed speaking order – 32 presentations at 1 hour per presentation

c. To accommodate a personal hardship case the speaking slots were adjusted by 1 hour to allow speaker #30 to speak first
d. Speaking logistics were reviewed – 1 hour each

e. Nov. – complete proposals repeated, panel session and first voting

f. If speakers finish early the excess time will be used for recess

8. Motion to approve agenda including speaking order by Jon Rosdahl and seconded by Tim Wakeley was approved unanimously
9. Document format requirements reviewed by the chair

a. E.G. – PDF only by exception, not ZIP files

b. Members comments are encouraged to help with formatting mistakes and corrections

c. Doc format issues will be minuted this session and reviewed in the Nov meeting.
10. #1 11-04-0942r1; Mustafa Eroz, Hughes Network Systems; HNS Proposal for 802.11n Physical Layer
a. Partial Proposal

i. The air interface is built upon IEEE 802.11a (1999) PHY specifications and associated overhead

a. OFDM Modulation with PSK and QAM 

b. (20/64) MHz channel spacing, 52 Sub-carrier set

a. 48 data carriers and 4 pilots (center location not used)    

c. Preamble modified for MIMO

a. Compatible with 802.11a air-interface

d. 2, 3 and 4 TX antenna HT modes support

e. One TX Antenna mode for legacy STA support 

f. PHY-MAC maximum efficiency of 60% assumed

a. In AP-STA test, 100Mbps at MSDU ( 167 Mbps at PHY    

b. Key is LDPC code and preambles
c. Max Likelihood Estimation receiver

d. Support short (50B) packets and long (1000) packets

e. FEC codes: LDPC codes easier to handle than turbo codes due to parallel arch?

f. Decoders for short LDPC codes are much simpler than for long LDPC codes

g. Chose LDPC code length of 192 bits

h. Only needed two codes ½ and 2/3 to meet virtually all rates

i. Larger blocks are supported by simply concatenating base LDPF codes and adding one extra base block of parity checks on select LDPC bits
j. Translated Matlab channel simulation code into C code
k. Conclusion:

i.  FEC and MIMO alone achieve the .11n goal

ii. 1x and 2x 20 MHz applicability

iii. Simple to implement

iv. Highly flexible

l. Q&A
i. 64 QAM and R=2/3? A-yes
ii. Why limit to 2/3? A – could do higher especially if fewer TX antennas however, LDPC coder does become more complex

11. #2 Victor Stolpman, Nokia; 11-04-0992 r2; Irregular LDPC Codes and Structured Puncturing 
a. LDPC Introduction

a. Regular versus Irregular ( Irregular codes have better performance

b. Structured versus Unstructured ( Structured codes have better latency

ii. Irregular Structured LDPC Codes

a. Seed and Spreading Matrices – Building blocks for structured codes

b. Expanded and Exponential Matrices – LDPC code construction

iii. Simulations

a. BLER in AWGN ( Performance improves with codeword length

b. Conventional BP versus Layered BP ( Layered BP offers good performance with fast convergence and efficient silicon solutions

c. Significant performance improvement over the legacy FEC solution for both small and large packet sizes in 802.11n channels

iv. Structured Puncturing

b. Best performing FEC code

i. High Performance with Low Latency

c. Features 
i. Forward compatibility and hardware reuse

a. Existing seed sets already support longer codeword lengths

b. Additional seed are easily added for different channel models, additional code rates, and to accommodate tradeoffs in silicon

ii. “Architecture Aware” constructions that allow for Layered-BP

a. Fast convergence ( high performance and low latency

b. Efficient silicon solutions

iii. Wide range of block sizes reduces zero-padding inefficiencies

iv. Upper triangular seed matrices ( linear time encoding

v. In the pipeline …

a. Seed matrices for additional code rates 5/6 and 7/8

b. Additional seed sizes for different number of data sub-carriers (e.g. 40MHz channel bonding)
d. Summary
a. Irregular Structured LDPC codes have great performance

b. Offers forward-compatibility and hardware reuse

c. Already supports codeword lengths greater than 2304

d. “Architecture Aware” constructions ( Layered-BP (belief propagation) decoding

e. Efficient silicon solutions with high throughput and low latency

f. Wide range of block sizes reduces zero-padding inefficiencies

g. Upper triangular seed matrices ( linear time encoding

h. Structured puncturing allows for additional code rates for use with spatial stream adaptation in MIMO systems

e. Nico van Waes, Nokia; 11-04-946r1; MAC Partial Proposal for .11n
i. Introduction

a. MAC efficiency is an important aspect of the goal of achieving 100 Mbps at the MAC SAP in a robust, economically attractive fashion.

b. Power Efficiency is a critical aspect of making 802.11n suitable for the handset market.

c. The following MAC features are  proposed for achieving these goals:

a. Multi data rate frame aggregation

b. Power Efficiency in aggregation

c. MAC Header Compression

d. Aggregate ACK 

ii. Summary
a. The proposed MAC features substantially improve MAC throughput, as well as power efficiency, which is critical for handset applications 

b. The features can be introduced easily by modifying/enhancing the existing procedures and frame structures

c. Analysis has been provided to show the benefit

f. Q&A
i. How do you handle multiple streams? A –  (I missed it)
ii. How should .11n choose between the many LDPC codes? A – evaluate on performance and flexibility against a set of requirements dedicated to FEC

iii. Comparison to convolutional codes? A – no

12.  #3 Bruno Jechoux, Mitsubishi; 11-04-0916r3; Response to CFP for 802.11n;
a. Background

i. Complete proposal resulting from a joint effort of Mitsubishi Electric ITE and Motorola to make 802.11n the system of choice for Consumer Electronics market while enhancing the service for 802.11 PC/enterprise historical market.

ii. Goal is to provide an efficient MAC handling of QoS sensitive applications taking full benefit of a high throughput MIMO based PHY while keeping compatibility with legacy systems
iii. Various environments supported

a. Enterprise

b. Home environment

c. Hot Spot

iv. Proven and simple solutions

b. Alexandre Ribero Dias, Motorola, presented the PHY

i. Transmission of 1, 2 or 3 parallel streams using: 

a. Space-Time Block Coding (STBC), Spatial Division Multiplexing (SDM) or robust hybrid solutions (STBC/SDM)

b.  optimize the rate vs link budget trade-off

ii. 2, 3 or 4 transmit antennas

a. The number of receive antennas determines the maximum number of spatial streams that can be transmitted.

b. The capability of decoding 2 parallel data streams is mandatory 

c. all the devices have to be able to decode all the modes where the number of spatial streams is lower or equal than the number of receive antennas in the device. 

d. It is required for a device to exploit all its antennas in transmission even for optional modes.
iii. 2 or more receive antennas

a. With STBC or STBC/SDM, asymmetric antenna configurations can be supported

iv. Importance of configurations in which NTx ≠ NRx

a. NTx > NRx e.g. between AP and mobile handset (in DL)

b. NTx < NRx e.g. between MT and AP (UL), or if MT have upgraded multi-antenna capabilities compared to AP (infrastructure upgrade cost)

v. Conclusion:
a. Proposal: MIMO extension of IEEE802.11a addressing

b. Short term implementation needs through mandatory modes relying on a mix of STBC and SDM

c. Take into account device size constraints allowing asymmetric TX/TX antenna configuration
( independent upgrade of APs / MTs possible

d. Enable PHY throughput covering 54Mbits/s ( 180 (234) Mbps

c. Bruno Jechoux, Mitsubishi, presented the MAC portion:

i. MAC is inefficient

ii. Proposed new function – ECCF – Extended Centralized Coordination Function

Driving idea: Efficient even for Bursty and uncharacterised flows

a. Solution   

a. TDMA with variable duration time interval (TI) allocation

i.    Fast resource request/grant scheme

ii.    In-band signalling in already allocated TI

iii.    Dedicated contention access TI for resource requests

iv.    Resource announcement 
b.  How does ECCF handle mixed traffic?
i.    Fast resource request/grant scheme permits to adapt in real time to application needs variations
ii.    Resource request can be sent to the RRM through in-band signalling in any TI allocated to the transmitter (whatever its destination),

iii.    Otherwise it can be sent in a signalling-dedicated contention access TI. 

iv.    TI allocation broadcast at the beginning of each TDM frame 
iii. Conclusion:

a. QoS requirements supported (throughput and delay)

a. In all scenarios

b. High level MAC efficiency

a. Above 65 % in all scenarios

b. Efficient with QoS flows as non QoS flows

c. Very good scalability

a. Constant efficiency versus PHY rate

d. Backward compatibility

e. Flexibility ensured, without context-dependent tuning
f. Full support of all mandatory 11n simulations scenarios with a 120 Mbps PHY layer
g. Nothing futuristic
a. TDMA has been used for 20-30 years

b. Present in many systems (GSM, 802.15, 802.16…)

c. Just one step further than HCCA 

h. Proven technologies
a. Centralised RRM

b. Simple scheduler

c. Classical ARQ  

i. Moderate complexity implementation
a. not more complex than 802.11e (HCCA)
iv. Q&A

a. Reservation mechanisms? A – Contention periods

13.  #4 Scott Leyonhjelm, WaveBreaker; 11-04-0929r2; A “High Throughput” Partial Proposal
a. Executive Summary
i. Fully backward compatible with 802.11a/g

a. All enhancements are simple extensions to 11a/g OFDM structure.

b. STS and LTS sequences are used in conjunction with progressive cyclic delay per antenna

ii. Higher Data Throughput due to combination of PHY technologies

a. MIMO-OFDM - Spatial Multiplexing, up to 3 transmit spatial streams (mandatory), 4 spatial streams (optional)

b. Fast Rate adaptation on a per stream (mandatory) or a per subgroup (optional) level

c. Higher order modulation - 256QAM (mandatory)

iii. Higher Data Throughput due to combination of MAC enhancements

a. Frames with NO short and long training sequences (mandatory)
b. Frame aggregation (mandatory)

c. Shorter SIFS, down to 8 us. (Optional)

iv. Minimizing Hardware Complexity

a. Frame format designed to increase available time for inverting channel estimate.
b. Frame Format 

i. Three new MIMO frames

a. Sig 1 = MIMO frame

b. Sig 2 = MIMO mode

c. Sig3 = Reverse Link Channel State Information

c. PHY
i. Fast Rate Adaptation Concept => Higher Average Data Throughput

a. Based on Closed loop feedback of CSI transported by ACK frame

b. Optimizes Data rate to channel condition on a per packet basis

c. Low implementation cost vs High performance gain 

d. Small impact on MAC efficiency

a. 4 bits per spatial stream

e. Overcomes spatial multiplexing singularity in LOS conditions

a. Naturally falls back to transmission of a single stream

d. Conclusion

i. Higher Data Throughput due to combination of PHY technologies

a. MIMO-OFDM – 1 to 3 data streams using Spatial Multiplexing 

b. Rate Adaptation

c. Higher order modulation – 256QAM

ii. Higher Data Throughput due to combination of MAC enhancements

a. Frames with NO training sequences
b. Frame aggregation – up to 16kbytes

iii. Backward Compatibility is ensured by 

a. Operation within a 20MHz bandwidth with the same 802.11a/g spectral mask.
b. Single and RTS/CTS frame transmission modes are fully compatible with legacy 802.11a/g devices.
iv. All Functional Requirements are met

v. 100Mbps Goodput @ 10m achieved when

a. 20MHz and >=3 transmit data streams

b. > 144Mbps Average PHY data rate 

c. With Rate Adaptation!
e. Q&A

i. What Doppler Shift? A - (Ch F) 40 Kph vehicle?

ii. Slide 7 – no training for Type 2 frames? A – Yes

iii. Slide 7 – training time for Type 1? A - .25 us

14.  #5 John Kowalski, Sharp & NTT; 11-04-0939r2; Technical Proposal for IEEE 802.11n
a. Features of PHY

i. 2 Tx chains are mandatory.  3 and 4 Tx chains are optional.

ii. Channelization greater than 20MHz is out of scope.

iii. Modified scattered-type preamble for MIMO channel estimation is newly introduced.

iv. Pilot preambles to track time varying channels can be inserted flexibly for reliable long burst transmission.

v. EXTENDED SIGNAL and MIMO packets are encapsulated after the Legacy PLCP header including PLCP preamble and legacy SIGNAL in order to keep backward compatibility with legacy devices,

vi. Most of all other specifications  on PHY layer are the same as that of 802.11a with the exception of MIMO communication function and addition of an new PHY mode of 64QAM R=7/8;  this results in minimizing impacts of modifications for 802.11n.

b. Features of MAC 

i. MSDUs that belong to the same TID and sent to the same reception address can be aggregated in a MAC frame in order to improve MAC efficiency.

ii. Each MSDU in an aggregated frame is selectively re-transmitted in SR-ARQ manner.

iii. Bit-map-type multiple ACK is introduced instead of block-ACK based on 802.11e. 

iv. Random back-off mechanism is slightly modified, and unnecessary contention window extension that is not caused by contention can be avoided.

v. Optional highly accurate synchronization function between stations is introduced.

vi. Signaling to control use of Tx and Rx resources is introduced.

c. Key - Transmit new data along with retried old data
d. Simulation Methodology
i. This simulation methodology is mainly based on “Unified “Black Box” PHY Abstraction Methodology” (IEEE 802.11-04/0218r3).

ii. With the aim of high-speed simulation, we classified the total simulation into following three steps that do not require co-simulation;

iii. Phy Simulation
a. PHY simulations are run to obtain Look Up Tables (LUTs), which are  the tables of Channel Capacity (CC) vs. PER for all PHY modes and channel models.

iv. Pre-MAC Simulation

a. With TGn channel model, time varying MIMO channel is simulated.

b. Time varying PER is estimated by CC value for the MIMO channel, and it is recorded in a PER data file. 

v. MAC/System Simulation

a. MAC/System level simulation is executed with time varying PER that is recorded PER data files for all links. 

e. 15-20 hours required per simulation to get Packet Error Rates!
f. Meets all FRs

g. Reports for all CCs given

h. Q&A

i. Does Japan forbid MIMO? A- Don’t know

ii. Agg Ack, RX must respond? A – yes

iii. What if no bit map is included? A – adjunct contention window

iv. Interaction between Agg Ack and Block Ack? A – under consideration

v. Slide 45, Impact of Hidden Node? A – 2nd order effect

vi. Slide 9, if frame aggregation frame fails all fails? A – yes but it is a short frame and less prone to failure

vii. Why not transmit header with preamble? A – yes

15.  #6 Sumei Sun, Infocomm; 11-04-0876r2; TGn MIMO-OFDM PHY Partial Proposal – Presentation
a. Summary

i. OFDM modulation over 40MHz channel with FFT size of 128;

ii. Support of two concurrent 11a transmissions in downlink;
iii. Peak data rate of 216Mbps;

iv. Mandatory support of 2×2 MIMO

a. Spatial multiplexing (SM);

b. Orthogonal STBC.

v. Optional support of 4×2 MIMO for downlink (from access point to terminal station )

a. groupwise STBC (GSTBC);

b. orthogonal STBC;

c. antenna beam forming;

d. antenna selection.

vi. Efficient training signal design (preambles) that supports robust frequency and timing synchronization and channel estimation;

vii. Bit-interleaved coded modulation (BICM)

a. Mandatory support of K=7 convolutional code;

b. Optional support of low-density parity check (LDPC) code.
viii. An optional 2-D linear pre-transform in both frequency and spatial domain to exploit the frequency and spatial diversities.
b. 2-D interleaver is simply a method of putting the OFDM bits into alternate streams
c. STBC = space time block coding

d. Modes = Group STBC, STBC, fixed beam forming, 2x2 spatial mux 

e. GSTBC – open loop structure

f. Next Step would be 4x4 MIMO with Singular Value Decomposition beam forming for optimal Spatial Mux 

g. 8 short preambles

i. Same for all transmit antennas;

i. Occupying 6.4 μs, for signal detection, AGC, frequency and time synchronization

h. Summary and Conclusions
i. 2×2 SM and STBC as the mandatory modes, and 4×2 GSTBC, STBC, beam forming, and antenna selection as the optional modes;

ii. GSTBC provides significant performance gain over SM;

iii. Subcarrier arrangement can support two concurrent 11a transmissions in downlink;
iv. Novel and efficient preamble design that supports robust FOE (frequency offset error) and channel estimation;

v. Proposed LDPC in the optional mode which provides large performance gain over convolutional code for the peak data rate support;

vi. Proposed PT (pre-transform) in the optional mode which can be used for range extension .

i. Q&A

i. Slide 25 – will legacy devices be compatible with long preambles? A-yes

ii. What about ½ L antenna? A – not simulated yet 

iii. Slide 10 – what was the reference doc? A – doc 11-04-0875

j. #7 Michiharu Nakamura, Fujitsu; 11-04-0937r0; Partial Proposal .11n  Physical Layer
i. Summary
a. VISA based MIMO processing

b. PLCP frame structure

c. 2 and 4 Tx antenna MIMO
d. Keep .11a Coding and Modulation

e. Reuse .11a blocks (FFT, coding, Puncturing, Interleave)
ii. No conclusion slide
iii. No Q&A
16. Chair recessed the meeting – 9:25 PM
Tuesday 9-14-04; 8 AM – 9:30 PM

1. Chair reconvened the meeting at 8:00 AM

2. #8 Jeng-Hong Chen, Winbond Electronics; 11-04-943r2; A 3-Dimensional Joint Interleaver for 802.11n for MIMO Systems
a. Challenges of MIMO Interleaver:

i. L=Number of OFDM symbols from FEC outputs

ii. NI=Number of OFDM symbols per 3D Joint Interleaver

iii. NOFDM= Number of OFDM symbols are transmitting at the same time

iv. M=Number of transmitter antennas (M( NOFDM)

v. NCBPS=Number of coded bits per OFDM symbol 

vi. NSC=Number of data sub-carriers per OFDM symbol

vii. NBPSC=Number of coded bits per sub-carrier 

viii. Example: L=18, NI =6, NOFDM =2, M=3, and Nsub=48 (see next page)

ix. How to choose an appropriate interleaver size, NI, for a MIMO system?

x. How to transmit NOFDM ((M) OFDM symbols at the same time from M TX Ant.?

xi. How to interleave total NI*NCBPS coded bits from FEC outputs and map into
1. NI*Nsub sub-carriers (frequency domain) and various NBPSC for different QAM

2. M TX antennas (spatial domain) and

3. NI total OFDM symbols and NOFDM at the same time?
b. Purpose of 3D Joint Interleaver
i. Backward compatible with 11a interleaver and preserve all good properties

ii. To separate consecutive bits by 3*NBPSK or 3 sub-carriers.

iii. To assign consecutive bits to different OFDM symbols

c. Motivation of Interleaver 3D-A

i. Properties of proposed 3D interleaver:

ii. (A) Guaranteed separation of coded bits in the same subcarrier is Ncolumn bits

iii. (B) Guaranteed separation of consecutive coded bits is NSCPC subcarriers.

iv. (C) Guaranteed separation of coded bits in consecutive subcarriers is (NI(Ncolumn) bits

v. If Ncolumn >> dfree of a convolution code, interleaver 3D performs well.

vi. However, if Ncolumn ( dfree, the separation in statement (A) is not enough.

vii. Solution:

viii. Preserve the good properties in original 3D interleaver  and

ix. Apply further rotation to increase the frequency diversity (subcarriers)

x. Note: 

xi. The improvement from interleaver 3D to 3D-A is small if Ncolumn is large

xii. Further permutation can be applied for any specified MIMO system from this 3D interleaver structure 

d. Discussion

i. The structure of 3D interleaver best fits the space, time, and frequency domains of a MIMO system.

ii. A best visible structure (tool) for designers to distribute correlated bits uniformly and systematically into all diversities

iii. The generalized 3D interleavers can be designed to optimize a MIMO system with specified parameters: 20/40 MHz, NSC, Ncolumn, NI,…

iv. In cases if Ncolumn is small relative to dfree, Interleaver 3D-A is recommended to have further permutations in frequency domain.

e. Part II Circulation Transmission
i. Transmission Options:

1. Circular Spatial Multiplexing (CSMX)

2. Circular Space-Time Alamouti (CALA) 

ii. Circulation Options: 

1. (C) OFDM Symbol Based Circulation (S_BC)

2. (D) Sub-carrier Based Circulation (Sub_BC)

NOTE: The same proposed 3D Joint Interleaver is applied for all above options. 

f. Transmission options

i. (A) Circular Spatial Multiplexing (CSMX)

1. Transmitting NOFDM ((M) OFDM Symbols from M TX Antennas

2. High throughputs if high SNR

ii. (B) Circular of Space-Time Alamouti Code (CALA)

1. Simple to encode and decode

2. Can be easily modified to be compatible with 11a/g

3. Circular Alamouti is applied if more than two transmit antennas

4. Circulation bases on two OFDM symbols to preserve orthogonality

Definition: NOFDM (M) denotes a MIMO system transmits NOFDM OFDM symbols at the same time from M TX antennas

g. RF and BB Issues 
i. RF Total TX Power for 2(3) MIMO Systems

1. Assuming max power of each subcarrier is p,

2. Total power of OFDM symbol based circulation      = 48 * p * 2 = P

3. Total power of subcarrier based circulation= 32 * p * 3 = P

4. Power per antenna is P/2 for S_BC and P/3 for Sub_BC

ii. Baseband (BB) hardware requires

1.  Two IFFT/FFT for S_BC and Three for Sub_BC

2.  NOTE: Bigger NI implies bigger HW size and longer decoding delay

a. Example: 2(4) CSMX requires NI=12 for S_BC and NI=2 for Sub_BC

iii. If the power consumption of more active TX antennas at RF and more active IFFT/FFT at BB are acceptable, Sub_BC is recommended with minimal decoding delay and interleaver size.  

h. Conclusion

i. Proposed 3D interleaver distributes FEC coded bits to all available diversities in space, time, and frequency

ii. Proposed 3D interleaver is backward compatible to 802.11a systems

iii. Proposed 3D interleaver is applicable to both 20MHz and 40MHz bandwidths with total 64 or 128 I/FFT subcarriers

iv. Proposed TX circulation outperforms TX scheme without TX circulation (CSMX v.s. SMX, CALA v.s. ALA)

v. Proposed Sub-BC TX circulation which have smaller intereleaver size and decoding delay is highly recommended.

i. Q&A

i. Impact on system memory? A – very little
3. #9 Qiang Ni, National University of Ireland;  11-04-0949r0;  AFR Partial MAC Proposal for IEEE802.11n

a. Outline

i. Ideal throughput analysis for 802.11n

ii. Actual effective throughput analysis under noisy environments

iii. Our packet Aggregation with Fragment-Retransmission (AFR) proposal

iv. Simulation analysis

b. Q&A
i. What about delay bounds? A – to be simulated

ii. Slide 3, mean back-off = ½ CW min? A – yes, assuming only one STA as it simulates the best case

iii. If N STAs CWaverage will be CW/N not 2? A – let’s take off-line

iv. Slide 13, fragment sizes fixed? A – yes, same size and small

v. BER assumed? A – 10-5 
vi. Is this worst case? A – no, need to consider fading environment

vii. Slide 15, what fragment size? A – best case, automatically chosen by simulator

4. #10 , Marie-Helene Hamon, French Telecom; 11-04-0903r1; Partial Proposal: Turbo Codes

a.  Turbo codes used in 3G and Satellites and .16
b. TC for .11n exactly = .16

c. Gates

i.  164,000 @ Clock = 100 Mhz

ii.  82,000   @ Clock = 200 Mhz

iii.  54,000   @ Clock = 400 Mhz
d. RAM

Data input buffer

+

8.5xk for extrinsic information

+ 4000 for sliding window

(example: 72,000 bits for 1000-byte block)

e. Part II: Turbo Codes for 802.11n 

i. Why TC for 802.11n?

ii. Flexibility
iii. Performance
f. Purpose
i. Show the multiple benefits of TCs for 802.11n standard

ii. Overview of duo-binary TCs 

iii. Comparison between TC and .11a Convolutional Code

iv. High Flexibility

v. Complexity

g. Properties of Turbo Codes

i. Rely on soft iterative decoding to achieve high coding gains

ii. Good performance, near channel capacity for long blocks

iii. Easy adaptation in the standard frame 

1. (easy block size adaptation to the MAC layer)

iv. Well controlled hardware development and complexity

v. TC advantages led to recent adoption in standards

h. Conclusions
i. Mature, stable, well established and implemented

ii. Multiple Patents, but well defined licensing

1. All other advanced FECs also have patents

iii. Complexity:

1. Show 35% decrease in complexity per decoded bit over binary TCs

2. Performance is slightly better than binary TCs

iv. Significant performance gain over .11a CC:

1.  3.5 - 4 dB  on AWGN channel

2.  2.5 - 3 dB on 802.11n channel models
i. Q&A
i. Complexity penalty for block size and code rate? A – length and memory

ii. Adaptive Coding? A – puncturing is simple as convolutional codes

iii. Multiple rates on different spatial streams? A – remove parity bits
iv. How .11n to choose best code? A- 2-3 size examples with 2-3 rates and 3 channels and count the gates

v. How many parallel engines? A – minimum of 4 and multiples of 4

vi. Define perfect block code? A - Perfect block code can be viewed as a circle

vii. Slide 9, what is latency?  A – 2x decoding time

viii. TC vs CCs wrt channel model? A – not aware of studies

ix. How critical is choice of puncturing patterns? A – not sensitive

x. Consider constellation shaping? A – No

5. #11 Stephano Valle, ST Microelectronics; 11-04-900r4;  ST Microelectronic LDPCC Partial Proposal for 802.11n CFP

a. Motivation

i. Performance is significantly better than 64-state CC [1].

ii. LDPCC are intrinsically more parallelizable than other codes.

iii. LDPCC can be designed to have good performance at every rate (i.e. avoiding puncturing or shortening) without exploding HW complexity.

iv. LDPCC performances have been demonstrated with 12 iterations: technology evolution will make feasible a larger number of iterations providing further gains.

v. The LDPCC class described in this proposal [2] is the optional advanced coding technique in the WWISE complete proposal [3].

b. Proposal – Variable Rate Structured LDPCC

i. The performance of different matrices show, in general, slight differences for short block lengths. 

ii. Implementation complexity is a key factor.

iii. Structured parity check matrices allow a higher degree of decoder parallelization compared to random matrix design.

iv. Rate-compatibility, i.e. good performance at every rate while avoiding puncturing or shortening, is essential.

v. A common shared HW architecture for all the rates and all the codeword lengths ensures low cost devices.

c. Advantages of Variable Rate LDPC

i. A new method to design LDPCC for a variety of different code rates that all share the same fundamental decoder architecture.

ii. An important advantage of this approach is that all code rates have the same block length (a key performance factor).

iii. The same variable degree distribution is maintained for all the rates. Although not optimum, a single variable node degree distribution can be employed that works well for all the different code rates of interest.

iv. Low-complexity encoding (because of block-lower triangular structure) is preserved for all the code rates.

v. Different ‘mother’ parity-check matrices, to provide different block sizes, can be added at the expense of small extra-HW complexity (basically, ROM for matrix storage).

vi. Other approaches (i.e. puncturing and shortening) suffer from performance degradation.

d. Complexity
i. Massive HW re-use is possible because all the rates are derived from the “mother” rate ½ and the same sub-matrix size is adopted for all the codeword lengths.

ii. The encoder has a linear complexity thanks to its lower triangular structure that permits the back substitution.

iii. A different mother matrix for each code size implies extra-ROM, as the  use of the same structure for the basic building blocks (27x27) allows efficient re-use of parallel processors.

iv. Main targets in the table can be met.

v. Area 800 k gates

vi. Iterations = 12

vii. Decoder freq = 240 MHz

viii. Latency = 6 us

e. Conclusion

i. This proposal contains LDPCC designed with  a powerful/well performing technique to generate variable rate codes up to rate 5/6.

ii. Performances are significantly better than 64-state CC  (>= 2dB @ 10-2 PER for all code rates higher than 1/2).

iii. In order to optimize padding management and/or handle short packets, different code-size matrices have been designed; they can coexist at low extra HW complexity and yield similar performances.
iv. These codes result in a reasonable overall complexity / latency / performance trade-off.

v. Results have been obtained with 12 iterations: technology evolution will make feasible a larger number of iterations providing further gains.
f. Q&A

i. Compare complexity wrt Turbo codes at 84 K gates and 200 MHz? A – LDPC gives better performance

ii. How to support multiple rates in a single code block? A – parallel codecs

iii. How should .11n select the best FEC? A – as pervious speaker said, construct a simple set of simulations

iv. Yesterday Regular vs Irregular LDPCC; which is yours? A – irregular
v. Size of RAM? A- off-line

vi. Throughput 100 vs 300 Mbps A – yes

6. #12 Johann Chiang, Un Texas; 11-04-1003r1; Quantized Pre-Coding with Feedback, .11n Partial Proposal
a. Main Features

i. Closed-loop MIMO-OFDM with limited feedback (LF)

ii. Robust optional mode when RTS/CTS is on

iii. Proposed PHY features

1. Quantized precoding with feedback

b. TX Beam forming (BF)

c. Spatial multiplexing (SM)

d. Multi-mode adaptation

iv. Proposed MAC features

1. Extended RTS/CTS frames for feedback

v. Backward compatible with 802.11a

b. Feedback Structure

i. No physical feedback channels available in 802.11

ii. Exploit control frames in existing or emerging standards as logical feedback channels

iii. Propose extension to existing 802.11 MAC

1. Use RTS for estimation and CTS for feedback

c. Why and When to use RTS/CTS

i. Efficient when # of active STAs is large

1. Reduce collision overhead in hotspots

ii. Useful in DCF (no AP, peer-to-peer)

1. Alleviate hidden terminals issue

iii. Low overhead when frame size is large

1. Benefit from frame aggregation

iv. Required for backward compatibility

1. Should maximize the worth of legacy mechanism

v. Capable of Improving MAC throughput

1. Use dynamic RTS/CTS threshold (IEEE 802.11-04/312r0)

d. MAC Extension
i. Extension to legacy RTS frame

1. Append training sequences for multiple antennas

ii. Extension to legacy CTS frame

1. Exploit free 10 bit available, required to fill OFDM symbol

a. Mode selection

2. Use higher order modulation (QPSK) for limited feedback

a. 48 bits => 1 OFDM symbol
e. Conclusion

i. Quantized precoding with feedback is practical to improve goodput even if RTS/CTS is on

ii. Subcarrier clustering reduces feedback for OFDM

iii. Multi-mode precoding provides for diversity- multiplexing tradeoff and compatible with rate adaptation
7. WG Chair, Stuart Kerry gave permission for three minutes for the audience to take pictures of the .11n body due to its unprecedented size.
8. #13 Jon Rosdahl, Samsung; 11-04-0887r2; TGn nSync Complete Proposal
a. Phy Summary
i. MIMO evolution of 802.11 OFDM PHY – up to 4 spatial streams

ii. 20 and 40MHz* channels – fully interoperable

iii. 2x2 architecture – 140Mbps in 20MHz and 315Mbps in 40MHz

iv. Scalable up to 630Mbps

v. Preamble allows seamless interoperability with legacy 802.11a/g

vi. Optional enhancements

1. Transmit beam forming with negligible overhead at the client

2. Advanced channel coding techniques (RS, LDPC)

3. 1/2 guard interval (i.e. 400ns)

4. 7/8 rate coding

b. MAC Summary

i. Supports 802.11e

ii. Frame aggregation, single and multiple* destinations

iii. Bi-directional data flow

iv. Link adaptation with explicit feedback and control of channel sounding packets

v. Protection mechanisms for seamless interoperability and coexistence with legacy devices 

vi. Channel management (including management of 20/40MHz operating modes)

vii. Power management for MIMO receivers

c. PHY was presented by Aon Mujtaba, Agere
i. Mapping of Spatial Streams
1. Number of spatial streams = Number of TX antennas

a. 1 spatial stream mapped to 1 antenna

b. Spatial division multiplexing

c. Equal rates on all spatial streams

2. Number of spatial streams ≤ Number of TX antennas

a. Each spatial stream mapped to all transmit antennas

b. Optional orthogonal spatial spreading

i. Exploits all transmit antennas

ii. No channel state info at TX required

3. Optional transmit beam forming
a. Focusing the energy in a desired direction

b. Requires channel state info at TX

c. Supports unequal rates on different spatial streams

4. With per spatial stream training, no change needed at the RX

ii. Summary of HT-LTF
1. Robust design

a. Tone interleaving reduces power fluctuation

b. 2 symbols per field

i. 3dB of channel estimation gain with baseline per-tone estimation

ii. Enables additional frequency offset estimation

2. Per spatial stream training

a. HT-LTF and HT-Data undergo same spatial transformation

b. Number of HT-LTFs = Number of spatial streams

d. 20/40 MHz Interoperability

i. 40 MHz PPDU into a 40 MHz receiver

1. Get 3dB processing gain – duplicate format allows combining the legacy compatible preamble and the HT-SIG in an MRC fashion

ii. 20 MHz PPDU into a 40 MHz receiver
1. The active 20 MHz sub-channel is detected using energy measurement of the two sub-channels

2. Inactive tones at the FFT output (i.e. 64 out of 128) are not used

iii. 40 MHz PPDU into a 20 MHz receiver

1. One 20 MHz sub-channel is sufficient to decode the L-SIG and the HT-SIG

iv. See MAC slides for additional information on 20/40 inter-op

e. MAC presented by Adrian Stephens

i. MAC Challenges
1. HT requires an improvement in MAC Efficiency

2. HT requires effective Rate Adaptation 

3. HT requires Legacy Protection

ii. New MAC Features

1. Aggregation Structure

2. Aggregation Exchanges

a. Protocol for link adaptation

b. Protocol for reverse direction data

c. Single and multiple responder

3. Protection Mechanisms

4. Coexistence & Channel Management

5. Header Compression

6. MIMO Power Management

iii. Robust = single point of failure

iv. IAG=Initiate Aggregate Control

v. RAC=Responder Aggregate Control
vi. RDL=reverse direction limit

vii. RDR=reverse direction request

viii. RDG=Reverse direction grant

ix. MRAD=Multi-receiver Address Descriptor

x. Periodic MRAggregation great for VoIP

xi. Long NAV Protection

1. Provides protection of a sequence of multiple PPDUs

2. Provides a solution for .11b

3. Comes “for free” with polled TXOP

4. Gives maximum freedom in use of TXOP by initiator
xii. Pairwise Spoofing Protection
1. Protects pairs of PPDUs (current and following)

2. Very low overhead, suitable for short exchanges, relies on robust PHY signalling
3. Places Legacy devices into receiving mode for spoofed duration

4. Spoofing is interpreted by HT devices as a NAV setting

xiii. Operating Mode Selection

1. BSS operating mode controls the use of protection mechanisms and 20/40 MHz width switching by HT STA

a. Supports mixed BSS of legacy + HT devices

2. HT AP-managed modes

a. If only the control channel is overlapped,  managed mixed mode provides a low overhead alternative to mixed mode

b. If both channels are overlapped, 20 MHz base mode allows an HT AP to dynamically switch channel width for 40 MHz-capable HT STA

xiv. Summary of Key Features

1. 20 and 40 MHz channels – fully interoperable

2. Scalable to 630 Mbps

3. Legacy interoperability – all modes

4. Robust preamble

5. Transmit beam forming
6. Robust frame aggregation

7. Bi-directional data flow

8. Fast link adaptation
xv. Q&A

1. What is optional and mandatory? A – beam forming O, 20 MHz – mandatory, spatial Division mux M

SR and LDPC are optional

2. Position on IP – RAND or RANDZ or not enforce rights? A – companies have all declared they will adhere to IEEE patent policy
3. Question was ruled in order by .11n chair and  Stuart Kerry was asked to consult on the acceptability of the answer

9. #14 Andy Molish, Mitsubishi Electric Research Labs in Cambridge Mass.; 11-04-0996r2; PHY and MAC Proposal for IEEE802.11n
a. Andy Molish ;presented the PHY solution

b. Goals
i. Dramatic increase of data rate in PHY 

1. 100 Mbps required throughput at MAC SAP

ii. High MAC efficiency and QoS

iii. Backward compatibility

1. Compatible with existing 802.11 standards

iv. Low complexity

c. Approach Taken

i. Maintain backward compatibility

1. Rely on mature technology & existing standard framework

ii. Be innovative

1. Develop new technologies which can be easily incorporated to achieve high data rate and high efficiency

iii. Focus on inexpensive solution

1. Optimize the performance/cost ratio
d. Baseline PHY

i. Basic MIMO-OFDM system with layered structure (VBLAST)

ii. Receiver uses linear processing and successive interference cancellation

iii. 2x2 antenna modes with 20 MHz channelization as mandatory, 3x3 and 4x4 as optional 

iv. Convolutional codes, with coding rates of ½, 2/3, ¾, and 7/8, mandatory for backward compatibility.

v. Low-density parity check (LDPC) codes as options

e. Key Proposed Technologies
i. Statistical rate allocation for different layers

ii. RF-baseband processing for antenna selection

iii. QBD-LDPC coding for layered systems
Each above technology, or any form of their combination, can be used for performance enhancement 
f. Their Statistical Rate Allocation

i. We propose to statistically determine the optimal data rates for different layers to avoid instantaneous rate feedback

1. Detection order of the layers is fixed; different layers cycle through different transmit antennas

2. Different layers have different data rates that are statistically determined by the channel quality. Due to V-BLAST principle, different layers have different capacities 

3. Data rates for the layer are chosen so that meeting a certain outage probability is guaranteed!
g. RF Pre-processing with Antenna Selection

i. Problem with antenna selection: significant loss of SNR in correlated channels

1. Mean SNR gain is determined by number of RF chains 

ii. Our solution: 

1. Perform processing in RF domain, i.e., before selection is done

2. Reduce implementation cost by using only phase-shifter and adder in RF processing

3. Solution can be based on instantaneous channel state information (CSI), average CSI, or no CSI

4. Maintains diversity gain AND mean-SNR gain

h. Why LDPC

i. Capacity approaching performance

ii. Parallelizability of decoding, suitable for high speed implementation

iii. Flexibility: LDPC is simply a kind of linear block code and its rate can be adjusted by puncturing, shortening, etc.
i. Quasi-Block Diagonal LDPC Space-time Coding (QBD-LDPC) for Layered Systems
i. Feature: The encoding of different layers is correlated as compared with conventional layered systems.

ii. Advantage: The space-time LDPC is designed such that the code can be decoded partially with the help of other layers (undecoded part) by the introduction of correlation between different layers
j. Summary of PHY Technologies

k. The proposed solution provides a good tradeoff between performance, complexity and compatibility requirements and cost.

i. Low complexity: The complexity of linear processing + SIC scales linearly with the number of layers.

ii. Low cost: Joint RF-baseband processing reduces the number of RF chains needed in antenna selection.

iii. Backward compatibility: 

1. Existent convolutional codes can be used. 

2. No explicit feedback mechanism is needed.

iv. Flexibility: Multiple modes for various number of receive antennas.
l. Jinyun Zhang presented their MAC Solution

i. MAC Structure

1. Retain 802.11e super frame structure 

2. Enhance 802.11e for high efficiency

3. Maintain the same QoS support as 802.11e

4. Backward compatible with 802.11/802.11e

ii. Proposed Techniques

1. Adaptive Distributed Channel Access (ADCA)

2. Sequential Coordinated Channel Access (SCCA)

3. Frame Aggregation

4. Efficient Block Ack

All above technologies can be used together or separately to increase 802.11/802.11e MAC efficiency
iii. SCCA Overview
1. Scheduled transmission based on request

a. Scheduled transmission order with STAs assigned with incrementally different backoff time

b. Scheduled transmission duration

2. Ensure parameterized QoS

3. Combine the merits of TMDA and polling mechanisms

a. Eliminate the polling overhead, and retain its flexibility

b. Avoid the TDMA’s stringent synchronization, and achieve its efficiency

4. Consist of five distinct phases

a. Resource request 

b. Resource allocation 

c. Data transmission

d. Resource renegotiation 

e. Resource relinquishment

iv. Frame Aggregation

1. Frame aggregation at multilevel

a. At MSDU and/or PSDU level

b. In both contention period and contention free period

c. Flexible and efficient BlockACK mechanism for frame aggregation

d. Novel internal collision resolution mechanism

2. Frame aggregation at MSDU level

a. Aggregation condition: With identical traffic class and same <source, destination> pair

3. Frame aggregation at PSDU level

a. Frames can have different destination addresses, but they must be the same traffic class

b. Frames can be the different traffic class, but they must be involved in the internal collision ( internal collision resolution
v. Efficient Block Ack
1. The blockAck bitmap field in the legacy BlockAck frame contains more than it needs

2. A more efficient BlockAck frame design can save more than 90% of bandwidth

a. Single traffic class

b. Sequence number bitmap (at most 8-byte long) for acknowledgement to 64 frames

c. Readily extensible to support acknowledgement to more than 64 frames

i. Enlarge the block size field in BAR/BA field

ii. Extend the sequence number bitmap to accommodate the number of frames to be acknowledged.

d. The 2-bit type field in BAR/BA field

i. 0x02: streamlined BlockACK

ii. 0x03: BlockAck for frame aggregation in contention free period.

vi. Summary of  MAC Proposal

1. We proposed four major enhancements for 802.11e MAC

a. Adaptive Batch transmission

b. Sequentially coordinated channel access & frame format

c. Efficient and flexible frame aggregation at MSDU and/or PSDU level

d. Efficient BlockAck

2. All these enhancements improve 802.11e MAC efficiency while retaining the reliability, simplicity, interoperability and QoS support of 802.11/802.11e MAC
vii. Conclusions

1. We have proposed a variety of important techniques for performance enhancements to both PHY and MAC

2. These techniques can be individually or jointly included in the upcoming 802.11n standard

3. We will continue to develop further enhancements for possible adoption

4. We are open for any collaboration to establish a baseline proposal for 802.11n standard

m. Q&A
i. Efficient Block Ack – reducing number of fragments? A – yes

ii. SCCA period – what happens if the frame transmission fails? A – no CSMA

iii. Packet limit? A -8192 B

iv. Single CRC? A – I missed the answer

10. #15 Abel Dasylva, Nortel; 11-04-0879r4; Class-Based Contention Periods (CCP) for 802.11n MAC

a. General Description of CCP

i. Two types of contention periods

1. Explicit CPs (ECPs) allocated by the HT AP

2. Legacy CPs (LCPs) 

ii. In each ECP a subset of ACs contend according to EDCA rules

iii.  ECPs are delimited by

1. ECP-Start

2. ECP-End or

3. ECP-Start+ECP-end frames

iv.  Two access modes for ECPs

1. Default mode: a channel access function can access the channel within an ECP if its AC is allowed in the ECP

2. QoS negotiation mode: the HT AP grants access to the channel access function after a QoS negotiation phase

b.  Motivation fro CCP
i. The need for a simple and effective QoS provisioning mechanism

ii. Improve the throughput efficiency of EDCA by

1. Allowing non-QoS (TCP) traffic to contend more aggressively for the available bandwidth

2. Maintain and improve the performance of QoS traffic (with EDCA) by better isolation from non-QoS flows

iii. The complexity and polling overhead (especially the associated preamble+PLCP overhead) of HCCA

iv. The difficulty of accurate QoS provisioning with EDCA

v. Solution CCP: blend features of HCCA and EDCA

1. Centralized allocation and scheduling of ECPs

2. Distributed channel access within ECPs

3. QoS provided by the proper selection of ECP lengths and scheduling
c. Conclusion
i. A simple framework for effective QoS provisioning

ii. A wide variety of bandwidth allocation and QoS policies supported

iii. Full backward compatibility with 802.11/802.11e

iv. The requirement for admission control to ensure QoS within real time ECPs (beyond the scope of this work)
d. Q&A

i. Subset of ACs contend for channel, how? A – schedule them; legacy is protected by long NAV

ii. Both EDCA an HDCA are not meant to be isochronous and your techniques is meant to make traffic uniform, what about overlapping BSSs? A – yes need to simulate but CCP provides a nice fine tuning mechanism

iii. Improvement of MAC efficiency due to isolating traffic? A – yes

11. Stuart Kerry asked the group for permission to suspend the rule prohibiting TG chairs from carrying communications devices (i.e., cell phones) for this meeting only in order to mitigate possible electrical and audio problems like we had last night? The group agreed without comment.  

12. #16 TK Tan, Philips; 11-04-0945r3; Philips Partial Proposal to IEEE802.11n (Enhancements of 802.11 a/g MIMO based System 
a. Complementary to nSync

b. TK Tan Introduced the paper

c. Monisha Gosh presented the PHY portion of the paper as follows:
d. PHY Outline

i. 128-FFT in 20 MHz

ii. Advanced Coding

1. ¼-rate Convolutional Code

2. Concatenated RS-CC coding

iii. Embedded Signaling
e. Benefits of 128 FFT
i. Increase data rate by 11% comparing to 64-FFT

1. 2 x 2 ,rate ¾ 64QAM:

2.  goes from 108Mbps to 120Mbps (127 Mbps with half GI).

3. Extra rate can be used as is, or combined with RS code to increase robustness with no extra overhead.

ii. Better performance in long delay spread channels

1. Longer symbol time relative to GI makes the 128-fft system more robust in long delay spread channels.

iii. Better performance in half GI.

iv. Low overhead preamble design.

1. Channel estimation for 2 antennae can be accomplished in 8msec, the same time that is currently used by 802.11a systems for 1 antenna.

f. Conclusion for 128 FFT
i. Highly optimized signal design using 128-fft presented.

1. 6 pilots to enable phase tracking performance.

2. Extremely low-overhead preamble design, suitable for long-delay-spread channels.

3. Joint interleaving over antennae to maximize utilization of frequency diversity.

ii. Extra 11% data rate is obtained with no performance penalty, even with impairments.

1. Better performance than 64-fft in long-delay spread channels (results shown later).

g. Overview of Advanced Coding
i. Improved robustness and increased coverage is key to the success of CE market

ii. Besides other techniques, we propose stronger FEC without introducing too much complexity from the mandatory modes.

iii. The proposed solution is to

1. concatenate (220, 200) RS

2. extend CC from ½ to ¼.

iv. Both are well known in the industry and have manageable complexity

h. Simulation Results for RS coding and 128 FFT

i. 128-fft system parameters:

1. Option 1 preamble (8 ms), with LS channel estimation.

2. Frequency offset estimation on legacy, phase tracking with 6-pilots/OFDM symbol.

3. Joint interleaver.

4. RS coding.

ii. 64-fft system parameters

1. Tone-interleaved preamble (14.4 ms), per-tone channel estimation.

2. Additional fine-frequency offset estimation on MIMO preamble, phase-tracking with 4 pilots/OFDM symbol.

iii. Impairments:

1. Phase noise = -100 dBc/Hz.

2. Frequency offset = -13.67 ppm at 5.25 GHz.

3. Channel models B, D, E and F.

i. Conclusion for RS code and 128 FFT
i. RS coding is a cost-effective way to obtain 2 to 4 dB of additional coding gain.

ii. Combined with a 128-fft system, there is no additional overhead as compared to a 64-fft system.
j. Properties of the Rate Extended ¼ CC

i. It is a non-catastrophic extension of used rate-½ convolutional code (133,171)

ii. Among all codes that extend (133,171) it:

1. has largest minimum free distance (20), 

2. of all the codes satisfying 1, has minimum number of paths at free distance 20. 

3. of all the codes satisfying 2, has minimal number of paths at free distance 21

4.  following the same principle, has minimal number of paths at free distance to 32

iii. Proposed Rate ¼ code: (133,171,135,175)

1. rate 1/3 code (133, 171, 135)

2. free distance: 15.

iv. Optimal code of all rate 1/3 codes 

1. free distance: 15.

2. Optimal code of all rate 1/3 codes 

3. Punctured from 1/4-rate (133,171,135,175)

4. extension of 1/2-rate (133,171)

k. Pen Li presented Embedded Signaling

i. Goals
1. Signal in legacy-compatible way the start of an HT transmission during the legacy SIGNAL field

a. .11n device is informed whether an HT transmission is following,

b. Legacy devices are not aware of this additional signaling

c. Additional possibility is to encode the number of spatial streams or transmit antennas

i. .11n device can prepare for MIMO training right after decoding legacy signal field

2. Extend the capacity of legacy SIGNAL field with a few bits, which can only be seen by 11n devices

ii. Benefits
1. Earliest signaling of HT transmission during legacy SIGNAL to enable more robust and/or shorter HT header by placing the HT training before the HT header

a. Transmit HT header in more robust modes (e.g. LDPC, Turbo or RS+1/4 CC protection for HT header)

b. Shorten the header by moving all HT header into the higher-rate HT modes

2. Incremental increase of header size without the need for an additional OFDM symbol

iii. Legacy Signaling Principal

1. During legacy signal field, HT information is embedded by slightly distorting BPSK constellation points in the Q-direction

2. Legacy device can still decode legacy signal field

iv. Conclusions from Simulations

1. With 1 dB power employed by embedded signal, it is more robust than the companion legacy SIGNAL

2. Note that because of multiple receive chains in 11n devices, the error rate of the embedded signal and the legacy SIGNAL will be lower than the error rate of SIGNAL in legacy 11a/g devices.
v. Conclusion and Proposal

1. With 1 dB power employed by embedded signal, it is more robust than the companion legacy SIGNAL

2. Note that because of multiple receive chains in 11n devices, the error rate of the embedded signal and the legacy SIGNAL will be lower than the error rate of SIGNAL in legacy 11a/g devices.

l. Joerg Habetha presented the MAC proposal
i. Multiple MCS and Receiver Aggregation

1. Benefits
a. Increases throughput efficiency significantly

b. Reduces buffering delay because MPDUs of different receivers can be aggregated

c. Receivers can have different link qualities and data rates:

d. Furthest receiver will not limit throughput of all other stations

e. Aggregation of different Modulation and Coding Schemes (MCS)

ii. Conclusions on MAC
1. Multiple receiver aggregation reduces delay compared to single receiver aggregation

2. Aggregates with different MCS may either be aggregated or sent separately (MMRA versus SMRA)

3. MMRA is much more power efficient than SMRA

4. For MMRA trade-off between power and throughput efficiency

5. Chosen MMRA is not only more efficient than SMRA in terms of power consumption but also in terms of throughput efficiency in most scenarios

6. MMRA (Multiple MRA) should be always preferred over SMRA (Single MRA)
iii. One Page Summary on the Proposal by Pen Li
1. CE market requirements

a. High throughput

b. Increased robustness

c. Extended coverage

2. Contributions

a. 128-FFT for 20MHz will increase data rate with better error performance.

b. Concatenated RS-CC improves robustness and extends range at low complexity.

c. Embedded signaling enables robust and efficient HT header transmission.

d. Multiple MCS and Receiver Aggregation reduces power consumption and increases MAC efficiency.

iv. Q&A

1. Any interleaver between RS and CC? A – No

2. Slide 37, rate1/4 code? A – still doing simulations

3. Embedded signaling, what angle for only 1 bit? A – 1-bit for .47 rad

13. #17 Jim Allen, Appairent Technologies; 11-04-909r0; IEEE 802.15.3 MAC Elements for 802.11n

a. Goals

i. The primary purposes of .11n (from various sources including Wi-Fi document 11-03-0736-00-000n) are:

1. to get higher throughput

2. more range

3. more robustness

4. uniform coverage 

5. broaden the class of applications (like “Phase II” video hotspots)

6. backwards compatibility mode with .11

7. Get to market faster…

ii. 802.11 MAC

1. The 802.11 MAC is experiencing asymptotic throughput limit as a function of data rate.

2. QoS priority method permits “priority cheating” and collapses back into access issues

3. CAP still allows the network to be affected by network loading.  Needs Access denial capability

iii. 802.15.3 MAC
1. Experiences asymptotic throughput at a much higher data rate and allows ways to reduce effect (like the CAP is optional and there are ways to send multiple unique packets in one CTA)

2. Once a Time slot is assigned, inefficient contention for it stops

3. Uses access denial to prevent QoS reduction

iv. As a Result

1. As a result, we see:

a. Proprietary .11 extensions starting to appear

b. …that work for small networks but not entertainment systems (e.g. synchronized video and speakers)

c.  Promises by .11 members to produce “.11n” products before the standard is done

2. We also see:

a. 802.15.3/3b is gaining traction

b. …and can technically move easily in to IP services. 

3. Market segmentation:

a. PC entertainment and CE entertainment will converge

b. causing unnecessary choices by OEMs

v. Technology Realities

1. 802.11 already has excellent AP technology that is already being adapted to 802.15.3 designs

2. The 802.11 Mesh requirements outline MAC functions already in 802.15.3.  Both groups have mesh teams

3. Radio measurement and other .11 groups will add functionality that is also of interest to 802.15.3

4. 802.15.3 has coexistence capabilities that make it a good partner for 802.11 (like TPC and .11 channel plan)

5. 802.15.3  has very efficient (>80%) TDMA based MAC capabilities but 802.11is probably the right asynchronous approach

6. 802.15.3 had advance power save and ad hoc capabilities

7. 802.11 and 802.15.3 can use the same RF sections.  Dual mode devices are on product roadmaps

8. 802.11 and 802.15.3 both use 128 bit AES CCM

9. 15.3 Rate Roadmap

a. 802.15.3 is a 55 Mbps standard TODAY.

b. Currently available methods can increase rate to 167 Mbps at 2.4 GHz

c. 802.15.3a sets the expectations at >110 Mbps (data rate)

d. UWB activities already forcing the MAC to 480 Mbps chips by mid 2005.

e. UWB customers expect 1 Gbps by start of 2006.

vi. The Opportunity
1. If we can get over the political hurtles and NIH (Not Invented Here) syndromes:

2. We have an opportunity to converge technologies

3. Simplifies OEM choices

4. Improve performance for all

5. Take advantage of the technologies developed in both groups

6. Get to market faster

vii. Joint Project

1. Fast process

a. Standard + Standard = Standard

i. Specify correct link points 

ii. Specify correct interface

iii. Spend most of .11n resources on PHY improvements

b. The 15.3 MAC is already operational so testing can be done as the draft is written. 

c. This can speed the .11n total process 

2. There may be an opportunity for Wi-Fi to take over WiMedia’s role for 15.3 allowing it to control the convergence message

viii. How to Support
1. This is a partial proposal (per 11-03/0665)

a. It can’t be voted on by itself so the analysis for the full proposal will be done after a merger

b. Consider this a solicitation for Merger

c. A judgment is needed as to whether this is within the scope of the PAR
14. Chair recessed the meeting at 8:54 PM

Wednesday 9-15-04; 8:00 AM – 6:00 PM

1. Chair convened the meeting at 8:06 AM

2. #18 Sean Coffey, TI for WWiSE Group; 11-04-0951r2; WWiSE Group Partial Proposal on Turbo Codes

a. Overview

i. The WWiSE complete proposal contains an optional LDPC code to enable maximum coverage and robustness

ii. FEC coding fits into the system design in a modular way, and in principle any high-performance code could be used instead of the LDPC code

iii. This partial proposal highlights an alternative choice for optional advanced code

iv. The system proposed is identical to the WWiSE complete proposal in all respects except that the optional LDPC code is replaced by the turbo code described here 

b. Motivation for Advanced Rate Coding

i. Advanced coding translates into higher achievable throughput at the same robustness

ii. In particular, in most configurations the BCC (Binary Convolutional Codes – i.e., the .11 convolutional coder) of rate ¾ and turbo code of rate 5/6 have approximately the same performance

iii. Thus advanced coding enables a rate increase from ¾ to 5/6 without robustness penalty

iv. At any given rate, advanced coding enhances coverage and robustness

v. In addition, the modularity of the design means that the advantages carry over to every MIMO configuration and channel bandwidth 

c. Complexity
i. Compare to state complexity of 64-state BCC decoding equivalent throughput

ii. System assumptions: M-state constituent codes, I  iterations, soft-in soft-out algorithm extra cost factor of a, BCC duty factor of b

iii. Decoder must process 2 x 2 x I x b trellis transitions (I iterations, 2 constituent codes, forward-backward for each, less duty factor), each of which costs aM/64 as much

1. Overall complexity is 4I abM/64 times as much as 64-state code

2. E.g., with M = 8, I = 7, a = 1.5, b = 0.7, we have 3.675 times the state complexity

3. This does not account for other differences such as memory requirements and interleaver complexity
d. Comparison of Turbo Codes and LDPC Codes

i. Turbo codes have a more extensive and stable literature, build on Viterbi decoding, have straightforward encoders

ii. LDPC codes have more flexibility, which may in principle be used to allow code design matched to decoder structure; more amenable to analysis

iii. To first order, both give the same performance tradeoffs
e. Conclusion

i. Turbo code compensates for code rate increase to 5/6 from ¾

ii. Very well studied, extensive literature on performance and implementation

iii. Latency at end of packet may be handled by tailing; applicable to LDPC codes also

iv. Generally similar issues and tradeoffs as LDPC codes
f. Q&A

i. Bocks sizes, efficiency loses due fixed block  A – 512 blocks is a good trade-off

ii. How to integrate into design for multiple streams? A – shorter block sizes but this is not desirable/ideal
iii. What is the list of requirements so we can make a choice? A – choice of code is relatively orthogonal to rest of system design and so use trial and error

iv. How do you determine interactions? A – depends on parallelism; a trade-off.

v. What is more important complexity or flexibility? A – tough to say as both LDPC and Turbo codes can do the job

3. #19 George Vlantis, ST Microelectronics; 11-04-0899r3; ST Microelectronic MAC Partial Proposal for 802.11n CFP

a. Main Features Enhancements to the 802.11n MAC

i. 802.11e Draft 9.0 Compatible:

1. Mandatory features:  EDCA

2. Optional operation: HCCA and DLP

ii. Enhancements:

1. MSDU aggregation (mandatory)

2. Enhanced Block ACK for PPDU bursting (mandatory)

3. Piggybacking (optional)

4. Neighbor-list LC-EDCA (optional) 

5. Super-frame LC-EDCA (optional)
Note: LC=low collision
b. Neighbor List LC-EDCA (no central coordinator)
c. How to support HT and retain QoS

d. MSDU Aggregation

i. Multiple MSDUs in a single AMSDU (as in the WWiSE proposal [7])

ii. No changes to MAC-PHY interface

iii. Increased MPDU sizes (max size = 8K)

iv. An ACK for each aggregated MPDU

e. Enhanced Block Ack (EBA) for PPDU bursting

i. Block Ack as in IEEE P802.11e/D9.0 but with:

1.  Reduced 2us IFS (RIFS) for multiple destinations that require power adaptation

2.  Zero IFS (ZIFS) for single destinations or when power amplifier is unchanged 
f. Used NS2 as simulation environment
g. MSDU Aggregation + Enhanced Block Ack:  Conclusions

i. These two features are consistent with the WWiSE consortium proposal.

ii. The penalty for the extra preamble replication for the Enhance Block Ack burst is not significant, but adds the capability to adjust power levels in the case of multiple destinations and adds robustness to errors.

iii. The combination of deciding the length of the aggregated MSDU and deciding the burst policy (i.e. single vs. multiple destinations) is key to the scheduler.

h. Piggybacking mode: Conclusions

i. Piggybacking mode performance heavy depends on the simulation scenarios.

ii. Piggybacking is most effective when “symmetric” flows with low data rates and restrictive delay constraints (e.g. VoIP flows) occur in a congested network. 
i. Neighbor-List LC-EDCA (Low Contention-EDCA)
i. Neighbor-list LC-EDCA is only used in an independent BSS.

1. A neighbor list is maintained in each STA.

2. Each STA allocates one weight to each of its neighbors.

ii. Two STA priorities are used to lower the collision probability

1. One STA has highest priority (it can transmit the first frame after a shorter LCIFS idle medium time)

2. Other STAs have low priority (they use the standard EDCA medium access method)

iii. The TXOP owner (the highest or low priority STA) selects the next highest priority STA (NHPS).  This adds robustness and quick recovery in a scenario where packets are lost.

j. Neighbor-List LC-EDCA (NHPS selection)

i. The NHPS is selected in a round-robin fashion, based on order in each STA’s table

ii. In each STA’s neighbor-list, each entry is of the form (STA ID, weight)

iii. For the current NHPS, the weight is decremented on each TxOP.

iv. When the remaining weight reaches zero the next neighbor becomes NHPS.

k. Super-Frame LC-EDCA

i. Used in a BSS only

ii. The AP allocates the service period to each STA according to each STA’s load estimation

iii. Two STA priorities are used

1. Highest priority in its own service period (SP)

2. Low priority in other STA’s service period

iv. A more effective power saving mode can be used

1. A non-AP STA becomes active in its own SP and in AP’s SP

2. The AP is always in active mode

v. STA in its own SP

1. Services more than one Access Category

2. Gets the first medium access right after the medium is idle for LCIFS

3. Uses the highest priority backoff timer (LCIFS, LCCACWmin, LCCACWmax) to get back the medium access right with high probability again

4. Transmits the next frame at a SIFS period following the successful transmission of a frame if the remaining SP allows the next frame transmission

vi. STA in other STA’s SP

1. Uses the EDCA medium access method to access the medium.

l. Neighbor-List LC-EDCA and Super-frame LC-EDCA: Conclusions

i. Collisions can be reduced in a distributed way for an IBSS using Neighbor-list LC-EDCA

ii. Similarly, collisions can be reduced in a centralized way for a BSS using Super-frame LC-EDCA 

iii. Both techniques reduce the wasted deferring time of EDCA

iv. A simple round robin scheduler can be implemented.

v. A weighting algorithm is demonstrated for selecting the Next-Highest Priority Station (NHPS).

vi. In super-frame LC-EDCA, when the highest priority station has no packets to send, the EDCA mechanism allows all the other low priority stations to contend for the media, thus reducing unused time.

m. Q&A
i. When should different aggregation mechanism be used? A – best results if use both simultaneously
ii. Can you use Block Ack when piggybacking? A –  yes although we did not simulate it.
iii. Slide 10, Phy 121 mbps meaning? A – yes all streams are at this rate

iv. Slide 10. enhanced Block Ack requires immediate block Ack? A – no

v. Block Ack with multiple destinations, TA specs which RA should issue the block Ack? A – yes

vi. Legacy STA or Hidden node considered in LC-EDCA mode? A – EDCA is always running so legacy should be handled but you are correct we did not simulate

4. #20 Keith Chugg, TrellisWare; 11-04-0953r3;  Flexible Coding for 802.11n MIMO Systems

a. Overview
i. TrellisWare’s Flexible-Low Density Parity Check (F-LDPC) Codes 

1. FEC Requirements for IEEE 802.11n

2. Introduction to F-LDPC Codes

3. F-LDPC Turbo/LDPC alternative interpretations

ii. Example Applications of F-LDPC Codes to the IEEE 802.11n PHY Layer

1. SVD-based MIMO-OFDM with Adaptive Rate Allocation

2. Open-loop Spatial Multiplexing MIMO-OFDM

a. MMSE Spatial Demultiplexing

iii. Conclusions

b. FEC Requirements

i. Frame size flexibility

1. Packets from MAC can be any number of bytes

2. Packets may be only a few bytes in length

3. Byte-length granularity in packet sizes rather than OFDM symbol

ii. Code rate flexibility

1. Need fine rate control to make efficient use of the available capacity

iii. Good performance

1. Need codes that can operate close to theory for finite block size and constellation constraint

iv. High Speed

1. Need decoders that can operate up to 300-500 Mbps

v. Low Complexity

1. Need to do all this without being excessively complex

vi. Proven Technology

1. Existing high-speed hardware implementations
c. TrellisWare’s Flexible F-LDPC Code
i. A Flexible-Low Density Parity Check Code (F-LDPC)

1. Systematic code overall

ii. Concatenation of the following elements:

1. Outer code: 2-state rate ½ non-recursive convolutional code

2. Flexible algorithmic interleaver

3. Single Parity Check (SPC) code

4. Inner Code: 2-state rate 1 recursive convolutional code
d. Irregular LDPC interpretation

e. Decoder Throughput

i. Structure of the code lends itself to low complexity, high speed decoding

ii. We have used a baseline high speed architecture with a nominal degree of parallelism of P=1

1. P=n throughput is n times higher, and complexity is n times greater  

iii. Plots for both throughput normalized to the system clock (bps per clk) and actual throughput with a number of system clock assumptions

iv. Existing P=8 FPGA prototype

1. System clock of 100 MHz

2. Throughput is 300 Mbps @ 10 iterations

3. Xilinx XC2V8000

v. Decoder Latency
vi. Example: Decoder latency needs to be < ~6 μs

1. Last bit in to first bit out

vii. This can be achieved by a P=8 decoder with a 200 MHz clock

1. 12 iterations

2. < ~2048 bit code words

viii. With large MAC packets just ensure that final code word of packet is <2048 bits

ix. As technology improves (higher clock or larger P) this minimum code word size can be increased

f. Proven Technology

g. F-LDPC High Speed Implementation

i. FPGA implementations of F-LDPC

1. 300 Mbps @ 10 iterations with 100 MHz clock

2. Xilinx XC2V8000

ii. ASIC implementation of FlexiCode

1. A version of the F-LPDC with 4-state codes

2. More complex than F-LDPC with more features

3. BER of 10-10 in all modes

4. 196 Mbps @ 10 iterations with 125 MHz clock

5. 0.18 μm standard cell process
iii. Conclusions: IEEE 802.11n FEC requirements well met by the F-LDPC 

1. Frame size flexibility

a. 3 bytes – 1000 bytes in single byte increments

b. Simplifies MAC interface & allows latency requirements to be met

2. Code rate flexibility

a. ½ - 32/33 in 45 steps (~0.25 dB SNR steps)

b. Maximizes throughput and minimizes pad bits

3. Good performance

a. Operates within 1 dB of theory across entire range

4. High Speed

a. Decoders can be easily built to operate 500+ Mbps

5. Proven Technology/Low Complexity

a. 300 Mbps FPGA-based decoders already built

iv. Q&A
1. In test block did UCLA do all BB simulations and you just gave them the object code for encoder and decoder? A – yes

2. Include UCLA test bed web links in bibliography? A – OK

3. Is ‘stopping criteria’ practical? A – yes

4. Slide 5, how do you handle different code rates for special streams? A – yes could vary rates within a code block since systematic code

5. Modern codes have a constraint length over the entire block whereas convolutional codes only have a local constraint rate

6. Performance over a fading Raleigh Channel? A – no

5. #21 Jon Rosdahl, Samsung; 11-04-0917r2;  Partial MAC Proposal for 8032.11n

a. New MAC Features

i. Two-level frame aggregation 

1. Supports multiple destinations and multiple rates in a PPDU

ii. MAC header compression

1. Allows more efficient medium usage when multiple MPDUs are aggregated in a PSDU

iii. A service period for aggregation exchanges

1. Initiated by MP frame and is combined with dynamic TDM and CSMA/CA without collision and unnecessary backoff delay
iv. Smart Block ACK

1. Uses a two-level bitmap with a variable size instead of a fixed 128 octets as in the 802.11e Block ACK

v. Three error recovery mechanisms

1. Used with the two-level frame aggregation mechanism

vi. Operating modes

1. For coexistence between legacy STAs and HT STAs

b. MP = multi-poll frame
c. Error Recovery Mechanisms
i. MP-Frame: Immediate Error Recovery

ii. MP-Frame: Coordinated Error Recovery

iii. MP-Frame: Implicit Error Recovery (use only in a very stable channel)
d. Operating Modes
i. Pure mode 

1. There are only HT STAs without any legacy STAs 

ii. Mixed mode

1. There are legacy STAs and HT STAs together 

2. Protection mechanisms (CTS-to-Self, RTS/CTS) are used in the CP

iii. Managed mode
1. HT AP can manage the access control between HT STAs and legacy STAs

2. CP for HT STAs is assigned in CFP. 

6. Chair requested a volunteer to replace Colin Lanzl in his capacity as liaison to .19 for .11. This will become critical as .11n considers 40 MHz channelization. Apparently 802.15.1 has already prepared a letter stating that they had chosen their hopping sequence to coexist with .11’s 20 MHz channelization and this will be compromised if .11n adopts 40 MHz channelization.
7. Chair recessed the meeting at 3:08 PM

8. Chair reconvened at 4:00

9. #22 Fatih Ozluturk, InterDigital Communications Corp; 11-04-0932r1;  Partial MAC and PHY Proposal for 802.11n

a. Outline

i. MAC Proposal Highlights

1. MAC Characteristics

2. MAC Enhancements

a. Scheduled Resource Allocation Advantages

b. Flexible Resource Management 

3. MAC Legacy Support

4. MAC Simulation Results

5. PHY Proposal Highlights

6. PHY Enhancement

a. MIMO System Overview

b. PHY Design

c. SFBC with Eigen-beamforming 

ii. PHY Simulation Results Summary

iii. Conclusions

b. MAC Features and Advantages
i. Eliminates hidden node problem

ii. Higher performance for non real time services:

1. Better stability and fairness towards AP

iii. Higher performance for real time services while guaranteeing QoS:

1. Reduced STA power consumption and Higher MAC efficiency

iv. Enhanced peer to peer direct transfer of data under control of the AP

v. Backward compatibility: 

1. With 802.11 MAC - 802.11e - 802.11k

2. STA and AP

vi. Support of efficient PHY operation 

1. Multiplex of UL and/or DL users

vii. Flexible design efficiently supports: 

1. MIMO, FEC and H–ARQ 

2. OFDMA support

viii. Both 20MHz and 40MHz HT STA in the same superframe

c. Advantages of Scheduling (SRA)
i. Significant improvement in battery life

1. Enables new devices

ii. Efficient data management/processing

1. Allows simplified Radio Resource management (RRM)

2. Customization of devices to implement new features

iii. High MAC efficiency for stringent latency, low data rate applications (VoIP, new applications)

iv. Scheduled resource allocations allows for true QoS management

d. Advantages of Flexible Management

i. Enables efficient NRT allocations 

ii. Higher MAC throughput 

1. Eliminates hidden nodes 

2. Common broadcast packet for all the allocation information within super frame (No 802.11 ACKs)

iii. Consistent and predictable MAC operation

iv. Removed 802.11 contention overhead 

1. No Exponential Back off after every attempt

2. Small Request Packet for Contention in slotted Aloha

v. Flexible, fair and efficient management of resources

1. Driven by application and PHY characteristics

e. Resource Coordination Function (RCF)

i. RCF Management Channel Access (RMCA) for small packet transfers and schedule requests/reservations

ii. RCF Scheduled Channel Access (RSCA) for contention free data transfer providing full QoS support

f. MAC Conclusions

i. Proposed MAC builds on 802.11 and 802.11e

ii. MAC architecture enables

1. Elimination of hidden nodes

2. Prolonged battery life

3. Higher throughput

4. Radio Resource Management 

5. Support of multiple PHYs

iii. Performance improvements have been demonstrated

g. PHY Features and Advantages

i. Robust performance in all channel conditions, with or without channel state information

ii. Low complexity at both transmitter and receiver 

iii. Scalable solution: data rate, throughput

iv. Accommodates any antenna configuration
v. Flexible PHY that supports both backward compatibility and enhanced MIMO capability

1. Backward compatible with 802.11a/g

2. High throughput by leveraging OFDM MIMO

h. Motivation
i. Maintain backward compatibility while supporting high throughput

ii. Find the best compromise between diversity gain and spatial multiplexing gain

iii. Simplified operational modes

1. Open loop : 
-Initial acquisition, support of legacy equipment

2. Closed loop : 
-High throughput capability

iv. Simple scalable architecture

i. High Throughput Using Closed Loop Eigen Beam forming Mode (CL-EBM)

i. Space-frequency coding (SFC) followed by eigen-beamforming (EBM)

ii. Eigen-beamforming is based on Singular Value Decomposition (SVD) decomposition

1. Eigen-beamforming provides spatial multiplexing (high throughput) at a reasonable complexity

2. SVD splits the processing between the receiver and the transmitter

3. Channel is orthogonalized into eigenbeams that assure effective spatial-multiplexing

4. Does not require complicated receiver processing (no MMSE, SIC, etc)

5. Relaxed latency and feedback rates due to frequency non-selectivity of eigen-values 

iii. SFC provides diversity gain

iv. Robust link maintained with closed loop operation, Channel State Information (CSI) through feedback or reciprocity

j. Spatial beams instead of Eigen beams

k. BFN = beam forming network
l. PHY Conclusions

i. Robustness through Space-Frequency Coding

ii. Spatial-multiplexing efficiency through eigen-beamforming

iii. Low implementation complexity is distributed between the transmitter and the receiver

iv. Backward compatible with 802.11a/g

v. Scalable to various antenna configurations

m. Overall Proposal Conclusions

i. Partial proposals for backward compatible MAC and PHY

ii. MAC provides high efficiency and stability, reduces battery consumption and eliminates hidden nodes

iii. Scalable PHY provides high throughput and robust performance, with low complexity
n. Q&A

i. What was reference .11 MAC? A – EDCA

ii. How many eigen modes did you use to transmit data? A – all four with appropriate power loading

iii. Does receiver need to know how many eigen beams? A – yes

iv. In correlated channel only 1 eigen value? A – yes

v. Could use technique to do 4x2? A – no, 2x2 or 4x4; 4x2 to be determined
vi. TGs doing AP to AP communication, could your technique be used to facilitate this? AP- possibly; centralized scheduled access versus polled access is easier for mesh networking

10.  #23 Markus Muck, Motorola; 11-04-0913r4; IEEE 802.11n PHY Motorola HT Partial Proposal

a. Outline

i. Overall goal and key features of proposal

ii. Turbo Codes

iii. Multiple-Antenna schemes

iv. OFDM modulator and data rates

v. Preamble definitions

vi. Simulation results

vii. Hardware complexity estimation
b. Goals
Modification of IEEE 802.11a-1999 PHY in order to provide new OFDM PHY modes meeting the IEEE802.11n PAR with:

i. High spectrum efficiency for achieving target performance with increased data rates

1. Data streams transmitted in parallel using multi-antenna transceivers

2. Optimized multi-carrier modulation with lower overhead

3. Enhanced forward error correction schemes

ii. Improved link budget for lower to medium data rates

1. Providing the IEEE802.11a PHY data rates with increased range/link quality

2. Adapted to the support of services requiring small packet size such as VoIP

3. Exploit multi-antenna capabilities for robust transmission modes

4. Turn gains in spectral efficiency into link budget advantages 

iii. Favored short term implementation and deployment with robust, low complexity techniques

1. Open-loop multi-antenna solutions: simple, robust and without protocol overhead (feedback signalization)

2. Improve operation in limited Outdoor environments with support of long channel impulse responses

c. Key Features

i. Multi-antenna extension:

1. MIMO with at least 2Tx/2Rx antennas scaling up to 4Tx

2. Support for asymmetric antenna configurations to accommodate various classes of devices

3. Open-loop modulation technique

ii. Second OFDM modulator (optional):

1. 2 bandwidths supported: 20MHz and 40MHz

2. Optionally 128 carriers in 20/40MHz with 104 data carriers, and  guard interval of 32 samples

a. 8% PHY rate increase for 20MHz mode

b. 117% PHY rate increase for 40MHz mode vs 20MHz/64-carriers

iii. Turbo Codes: Increase robustness
iv. New nPLCP preambles for MIMO support
(same for 64- and 128-point IFFT/FFT)

v. High order modulation (optional): 256-QAM

vi. Space/frequency interleaver

vii. Compatibility to legacy systems:

1. IEEE 802.11a convolutional code with code rates 1/2, 2/3, 3/4 and 5/6

d. Conclusion
i. Proposal: MIMO extension of IEEE802.11a addressing

ii. Short term implementation needs through mandatory modes relying on a mix of STBC and SDM

iii. Take into account device size constraints allowing asymmetric TX/RX antenna configuration
( independent upgrade of APs / MTs possible

iv. Enable PHY throughput covering 54Mbits/s 
( 180 (468) Mbps

e. Q&A

i. Differences between your presentation and the other Mitsubishi/Motorola presentation? A – Turbo codes, OFDM new modulation extensions including 40 MHz
ii. Backward compatibility of pre-ambles? A – not compatible with legacy, no mixed mode capability

11. Chair recessed the meeting at 5:40

Thursday 9-16-04; 8:00 – 9:30 PM

1. Chair called TGn to order at 8:00 AM

2. #24, Heejung Yu, ETRI; 11-04-0922r0;  ETRI Proposal to IEEE802.11 TGn

a. Outline

i. Proposed technologies for >200Mbps in PHY

1. MIMO-OFDM

2. Dual band 

ii. Detail Standard

iii. Simulation Results

iv. Conclusions
b. Candidates

i. Legacy IEEE 802.11a => 20MHz BW, 54Mbps

ii. To achieve more than 100Mbps at the top of the MAC SAP, we need x3 or x4 data rate.

1. Depending on MAC efficiency

iii. To extend x4 transmission

1. MIMO (improve spectral efficiency)

2. Bandwidth extension

3. High order modulation

4. High rate coding

c. MIMO

i. Data rate can be increased with the number of Tx antennas.

ii. We have some problem in using 3 and more stream.

1. Implementation complexity

2. Limitation on antenna spacing, high MIMO channel correlation can be a problem. 

iii. So, we cannot fully rely on the MIMO technology for 3 or 4x data rate.
d. Bandwidth Extension

i. Clock doubling 

1. 802.11a modem with clock switching function 

2. Protection mechanism for compatibility

ii. Dual band

1. 802.11a modem (2 units) or 802.11a modem with some change( using 128 point FFT)

2. Compatible with legacy 802.11a (refer specification part)

iii. New OFDM parameter

1. 802.11a + new modem with new OFDM parameters( # of subcarrier, # of CP, etc.) 

2. Protection mechanism for compatibility

e. Dual Band
i. Merits

1. More flexible implementation 

2. We extend threefold, fourfold BW systematically by increasing number of FFT or FFT size.

3. Compatible preamble and SIGNAL field is possible. 

4. More robust to DC-offset (11 DC-carrier) 

ii. Demerits
1. Reduce the number of channel

2. In some countries, only 20MHz channel usage is allowed

f. Max Data Rate Mandatory

i. # of Tx and Rx antennas = 3 

1. We use 2 Tx antennas out of 3 antennas (include Tx antenna selection option)

ii. # of Tx streams (MIMO gain) = 2

iii. Dual-band (data rate gain) = 2

iv. Achievable Data Rate = 2 x 2 x (legacy rate)  = 216Mbps

v. In optional mode, 288Mbps (256-QAM, 3/4 code rate) is possible.

g. Main Features of ETRI Proposal

i. Compatible with IEEE 802.11a

ii. Bandwidth : 20 or 40MHz

iii. Multiple antennas : 2 Tx antennas

1. 3 Rx antennas are recommended.

2. Tx antenna selection is available.

iv. Modulation : Legacy OFDM, SDM-OFDM, STBC-OFDM

v. Data Rate 

1. 20MHz BW:6,9,12,18,24,36,48,54,72,96,108,128,144 Mbps

2. 40MHz BW : doubled
h. Taehyun Jeon presented the simulation results
i. Detection Method

1. In Legacy OFDM, Maximal Ratio Combining method is used.

2. In SDM-OFDM, Zero Forcing scheme is used.

a. The simplest and reasonable method considering both implementation complexity and performance

b. In higher order modulation and smaller number of Nt case, SNR loss between ZF and ML (Maximum Likelihood) becomes lower.

i. Conclusion

i. In this proposal, MIMO-OFDM with 2 transmit antennas and dual band scheme are used for higher data rate (throughput).

1. SDM-OFDM : double data rate

2. Dual band : double data rate

3. STBC-OFDM : increase link reliability (optional)

ii. To satisfy the FR (100Mbps throughput in 20MBz), 256-QAM is added (144Mbps in 20MHz band)

iii. Compatible with 802.11a (Preamble and SINGAL structure)
j. Q&A
i. Slide 36, Maximal ratio combining, what are you combining? A –  both streams
ii. Slide 6, double clock rate and yet 64 FFT, what about guard interval? A – did not change
3. #25,  Sean Coffey, WWiSE Proposal (Airgo, Bermai, Broadcom,Conexant, RealTek, STMicroelectyronics, Texas Instruments); 11-04-935r3; WWiSE IEEE 802.11n Proposal
a. WWiSE Approach

i. WWiSE = World Wide Spectrum Efficiency

ii. The partnership was formed to develop a specification for next generation WLAN technology suitable for worldwide deployment

iii. Mandatory modes of the WWiSE proposal comply with current requirements in all major regulatory domains:  Europe, Asia, Americas

iv. Proposal design emphasizes compatibility with existing installed base, building on experience with interoperability in 802.11g and previous 802.11 amendments

v. All modes are compatible with QoS and 802.11e

vi. Maximal spectral efficiency translates to highest performance and throughput in all modes

b. Key Mandatory Features
i. The WWiSE proposal’s mandatory modes are:

1. 2 transmit antennas

2. 20 MHz operation

3. 135 Mbps maximum PHY rate

4. 2x1 transmit diversity modes, 20 MHz

5. Mixed mode preambles enabling on-the-air legacy compatibility

6. Efficient greenfield preambles – no increase in length over legacy

7. Enhanced efficiency MAC mechanisms

8. All components based on enhancement of existing COFDM PHY

2x2 MIMO operation in a 20 MHz channel:  Goal is a robust, efficient, small-form-factor, universally compliant 100 Mbps mode that fits naturally with the existing installed base

ii. Key Optional Features

1. The WWiSE proposal’s optional modes are:

a. 3 and 4 transmit antennas

b. 40 MHz operation

c. Up to 540 Mbps PHY rate

d. 2x1, 3x2, 4x2, 4x3 transmit diversity modes

e. Advanced coding: Rate-compatible LDPC code

iii. 1600 ns cyclic shift nice property is tones alternate 1, -1, 1, -1, …..
iv. Mathew Fischer presented the MAC Features
1. The WWiSE proposal builds on 802.11e functionality as much as possible, in particular EDCA, HCCA, and Block Ack

a. Block Ack mandatory

2. Backward compatibility

3. Simplicity

a. Shorter time to standardization

b. Shorter time to productization

4. Effectiveness

a. Eliminate the big bottlenecks

v. Aggregation

1. Bursting and Aggregation:

a. MSDU aggregation

i. Increased maximum PSDU length, to 8191 octets

2. PSDU aggregation = HTP burst:

a. sequence of MPDUs from same transmitter

b. Reduced interframe spacing

i. 0 usec if at same Tx power level and PHY configuration

ii. 2 usec otherwise (with preamble)

iii. Not dependent on RA

vi. HTP Burst vs. MSDU Aggregation

1. HTP burst allows aggregation without incurring latency cost (on-the-fly aggregation)

2. HTP allows multiple RA per burst

3. HTP allows multiple rates within burst

4. HTP allows varying TX power within burst
vii. Block Ack
1. Block Ack frames now have ACK policy bits

a. Allows:

i.  Normal ACK behavior per 802.11e draft

ii.  No-ACK

iii.  other settings reserved

b. Reduces Block Ack overhead

i.  by eliminating explicit ACKs (as an option)
c. Allows multiple RA + Block Ack Frames within a single HTP burst

i.  if immediate ACK required:

1. HTP burst broken to allow SIFS + ACK

2. HTP burst single RA, ending with Block Ack Request + SIFS + ACK

3. HTP burst single RA, ending with Block Ack Request + Block Ack + ACK

ii.  without immediate ACK

1. HTP burst is allowed to continue

2. HTP burst may contain multiple Block Ack Request to multiple RA

d. Effectively allows additional, more efficient modes of use for Block Ack mechanism

viii. Legacy Interaction

1. N-STA detection/advertisement

a. Identification of TGn and non-TGn devices and BSSs

b. Extends ERP information element

c. Uses proven 802.11g signaling

2. Legacy Protection mechanisms

a. Existing protection mechanisms (extended to N/G case)

b. Addition of PLCP length spoofing

3. 40/20 MHz channel switching supported

a. Equitable sharing of resources with legacy

ix. Simulations
1. PHY model in MAC simulations

a. Detailed description in IEEE 802.11-04/877r3

b. TGn MIMO Channel Models

c. Impairments as specified by FRCC

d. Union bound technique to estimate PHY layer frame errors

e. Performance closely matches full simulations for mandatory phy configurations

i. Binary convolutional coding

f. Executes as MATLAB routine called by MAC simulator in NS 

x. Ways of achieving 100 Mbps throughput robustly:

1. 2x2, 20 MHz channel, 121.5 Mbps mode, BCC, MMSE detection.

a. Requires high MAC efficiency; achievable with both HCCA and EDCA

2. 2x2, 20 MHz channel, 135 Mbps mode, LDPC, MMSE detection

3. 2x3, 20 MHz channel, 135 Mbps mode, BCC, MMSE detection.

a. Requires third radio receive chain; meets feasibility threshold easily
4. 2x2, 20 MHz channel, 135 Mbps mode, near-ML detection

a. Requires reduced-complexity algorithms for detection 

xi. 40 MHz is NOT mandatory but rather an option
xii. WWiSE Patent Position

1. Essential patent claims owned or controlled by WWiSE companies will be available on zero royalty basis

a. Important information on terms & conditions available at 

i. http://www.wwise.org/IPinformation.htm

ii. http://www.wwise.org/IPstatement.htm

2. IEEE strictly limits discussion of licensing terms & conditions at IEEE meetings

a. WWiSE representatives can answer any questions outside of IEEE meetings

b. Please feel free to contact any of the WWiSE representatives shown on next slide…

c. Q&A

i. Are Patent Policy links allowed in the presentation material? A – Chair said slide complied within the limits set by the IEEE patent disclosure policy.
4. #26, John Ketchum, Qualcomm; 11-04-0873r2; High-Throughput Enhancements for 802.11:  Features and Performance of QUALCOMM’s Proposal
a. Main Points

i. 20 MHz operation

ii. Maximum PHY data rates:

1. 202 Mbps for 2 Tx; 404 Mbps for 4 Tx

iii. Backward compatible modulation, coding and interleaving

iv. Highly reliable, high-performance operation with existing 802.11 convolutional codes used in combination with Eigenvector Steering spatial multiplexing techniques

v. Fall-back to robust Spatial Spreading waveform for uninformed transmitter

vi. Backward compatible preamble and PLCP with extended SIGNAL field.

vii. Adaptation of rates and spatial multiplexing mode through low overhead asynchronous feedback. Works with TXOPs obtained through EDCA, HCF or ACF.

viii. PHY techniques proven in FPGA-based prototype

b. MAC portion was presented by Sanjiv Nanda

c. Objectives

i. Preserve the simplicity and robustness of distributed coordination

ii. Backward compatible

iii. Enhancements for high throughput, low latency operation

iv. Build on 802.11e, 802.11h feature set: 

1. TXOPs, 

2. Block Ack, Delayed Block Ack, 

3. Direct Link Protocol

4. Dynamic Frequency Selection

5. Transmit Power Control
d. MAC Feature Summary
i. Low overhead Rate Feedback

ii. Frame aggregation

iii. Eliminate Immediate ACK for MIMO transmissions

iv. PPDU Aggregation from AP to multiple STAs using SCHED and SCAP

1. Reduced IFS

v. Managed Peer-to-Peer

vi. Adaptive Coordination Function (ACF)

vii. Compressed Block Ack

viii. QoS-capable IBSS with round-robin scheduling
e. Low latency operation is critical

i. To operate with small buffers. This is critical at high data rates. 

ii. For MIMO operation with EDCA, HCCA or ACF

1. Rate and Mode Feedback

2. Eigenvector Steering

iii. To meet low delay guarantees for multimedia applications in all operating regimes

f. Different access methods can provide low latency in different operating environments

i. EDCA/HCCA with lightly loaded system

ii. RRBSS (with or without AP)

iii. Scheduled operation for heavily loaded system

g. Simulation Methodology
i. The simulator is based on ns2

ii. Includes physical layer features

1. TGn Channel Models

2. PHY Abstraction determines frame loss events

iii. MAC features

1. EDCA

2. HCCA

3. Adaptive Coordination Function (ACF): SCHED and SCAP

4. Frame Aggregation

5. ARQ with Block Ack. No compressed Block Ack

6. Closed Loop Rate Control (DRVF and DRV)

7. MIMO Modes (ES and SS)

iv. Scheduler

1. Based on delay requirement and buffer status of flows. Similar to 802.11e Annex H

v. Transport

1. File Transfer mapped to TCP

2. QoS Flows mapped to UDP

h. Fixed Simulation Conditions

i. The following parameters are fixed for all system simulation results.

1. Bandwidth: 20 MHz.

2. Frame Aggregation

3. Fragmentation Threshold: 100 kB

4. Delayed Block Ack

5. Adaptive Rate Control

6. Adaptive Mode Control between ES and SS

i. Varied Simulation Conditions

i. Bands: 

1. 2.4 GHz 

2. 5.25 GHz

ii. MIMO: 

1. 2x2: All STAs with 2 antennas

2. 4x4: All STAs with 4 antennas

3. Mixed: 

a. Scenario 1: the AP and the HDTV/SDTV displays are assumed to have 4 antennas; all other STAs have 2 antennas.

b. Scenario 6: AP and all STAs, except VoIP terminals have 4 antennas; VoIP terminals have 2 antennas.

iii. OFDM symbols

1. Standard: 0.8 μs Guard Interval, 48 data subcarriers

2. SGI-EXP: 0.4 μs Shortened Guard Interval, 52 data subcarriers

iv. Access Mechanisms

1. ACF (SCHED/SCAP)

2. HCF (Poll/CAP)

3. EDCA with additional AC for Block Ack

j. Simulation Observation Summary

i. MAC Efficiency with Frame Aggregation

1. ACF: between 0.65-0.7 (2x2) reduces to 0.6 (4x4)

2. HCF: around 0.5 (2x2) reduces to 0.4 (4x4)

3. EDCA: around 0.45 (2x2) reduces to 0.23 (4x4). No increase in throughput of EDCA with 4x4.

ii. More QoS flows are satisfied with HCF than with EDCA. However, ACF is required to address stringent QoS requirements.

iii. Frame Aggregation is not enough, need ACF for a future-proof MAC

iv. Throughput versus Range

1. Throughput above the MAC of 100 Mbps is achieved at:

a. 29 m for 2x2, 5.25 GHz

b. 40 m for 2x2, 2.4 GHz

c. 47 m for 4x4, 5.25 GHz

d. 75 m for 4x4, 2.4 GHz

e. The plots for Channel Model B and Channel Model D are roughly similar.

2. Significantly higher range compared to other proposals. 

k. John Ketchum presented the PHY portion of the proposal; PHY Design Highlights
i. Fully backward compatible with 802.11a/b/g

1. 20 MHz bandwidth with 802.11a/b/g spectral mask 

2. OFDM based on 802.11a waveform 

a. Optional expanded OFDM symbol (4 add’l data subcarriers) and shortened guard interval

ii. Modulation, coding, interleaving based on 802.11a

1. Expanded rate set

iii. Scalable MIMO architecture 

1. Supports a maximum of 4 wideband spatial streams

iv. Two forms of spatial processing

1. Eigenvector Steering (ES): via wideband spatial modes/SVD per subcarrier

a. Tx and Rx steering

b. Over the air calibration procedure required

2. Spatial Spreading (SS): modulation and coding per wideband spatial channel

a. No calibration required

b. SNR per wideband spatial stream known at Tx

v. Use of Eigenvector steering extends the life of low-complexity 802.11 BCC

vi. Sustained high rate operation possible via rate adaptation

1. low overhead asynchronous feedback.

vii. PHY techniques proven in FPGA-based prototype

l. Feedback for ES and SS Modes

i. Rate adaptation

1. Receiving STA determines preferred rates on each of up to four wideband spatial channels

a. One rate per wideband spatial channel – NO adaptive bit loading

2. Sends one 4-bit value per spatial channel, differentially encoded, (13 bits total) to inform corresponding STA/AP of rate selections

a. Corresponding STA/AP uses this info to select Tx rates

b. Piggy-backed on out-going PPDUs

3. SS Mode can use single rate across all spatial streams

ii. Channel state information

1. For ES operation, Tx must have full channel state information

2. This is obtained through exchange of transmitted training sequences that are part of PLCP header

a. Very low overhead.

3. Distributed computation of steering vectors (SVD calculation)

a. STAs do SVD, send resulting training sequence to AP

4. For SS operation, unsteered training sequences transmitted in PLCP header to support channel estimation at receiver

iii. Feedback operates with asynchronous MAC transmissions

m. Highlights of  PHY Simulation Results
i. Highest PHY throughputs achieved in Eigenvector Steering mode

1. Eigenvector steering is very effective in combination with 802.11 convolutional codes

2. 256-QAM contributes substantially to throughput in ES mode.  ES array gain overcomes effects of receiver impairments in these cases

ii. Convolutional codes not as effective in Spatial Spreading mode

1. High SNR variance across subcarriers within an OFDM symbol on an SS spatial channel degrades the performance of convolutional codes

2. This is particularly pronounced on channel B and on link with 4 Tx and 2 Rx.

3. Reducing number of streams (NS < min(NTx,NRx)) reduces variance and improves overall performance.

iii. Rate adaptation has clearly demonstrated benefits

1. Many cases where a given fixed rate has poor average performance, but using rate adaptation, higher overall throughput is achieved with lower PER

2. Part of rate adaptation is controlling the number of streams used

iv. Use of shortened guard interval and extra data subcarriers contributes to increased throughput

1. Increased vulnerability to delay spread and ACI.

2. Improved receiver design should help with this

3. Optional mode can be turned off in the presence of too much delay spread

4. Many environments where high rates will be required, such as residential media distribution, have naturally low delay spread.

n. Q&A

i. Is one bit in PLCC header sufficient protection? A – can be changed

ii. On Slide 45 why does TP rise at high SNRs? A – Not perfectly calibrated

iii. How stable is calibration? A – stable from day to day

5. #27, Wei Lih, Panasonic; 11-04-0907r2; Partial Proposal for TGn

a. Panasonic focus is the home – A/V, VoIP, Command

b. Required MAC throughputs (short term target) of 80Mbps for AV streaming applications

i. Home environments

ii. Varying channel conditions (LOS/NLOS included)

c. Lower throughputs required for handheld equipment in hotspot environments

d. TGn proposals should provide QoS support for

iii. Long packets (eg: AV streaming)

iv. Short packets (eg: VoIP & Command)

e. Candidate Solutions
i. MAC

1. Reuse of .11e QoS mechanisms

2. Improved medium utilization

a. Aggregated data frames

b. Reduced access overheads

ii. MIMO OFDM PHY
1. Reuse of .11a modulation schemes

2. 2x2 and 3x3 antenna configurations

3. Good performance in different conditions

a. New pilot structure for improved channel estimation

b. New interleaving scheme for improved performance

f. PHY portion was presented by Takashi Fukagawa

i. Scattered & Staggered Pilot Subcarriers - Motivation

1. Legacy continuous pilot subcarriers are not suitable for TGn:

a. In a selective fading environment, received power of particular subcarriers may be very low.

b. In MIMO transmission, when residual frequency offset between each branch or phase noise exists, receiver performance will deteriorate.

ii. Scattered & Staggered Pilot Subcarriers - Features
1. Proposed pilot scheme improves receiver performance

a. Four pilot subcarriers in each OFDM symbol

i. Pilot positions are scattered in every OFDM symbol

ii. Robustness in a frequency selective fading environment

2. Pilot insertion is staggered in OFDM symbols from different transmit branches

a. Enables phase offset estimation on each path

3. Results show that proposed pilot scheme is effective in canceling out the residual frequency offsets and compensating for phase noise

iii. Varying Interleave Patterns – Motivation

1. Spatial MUX may be used for high rate transmissions

a. Assumption for best performance – uncorrelated channels

i. However in real deployments, there may be channel correlation, detracting from the benefits of spatial MUX

2. Viterbi decoding introduces burst errors

a. Iterative decoding helps improve BER performance

iv. Varying Interleave Patterns – Approach
1. Proposed enhancement

2. Reduce correlation between different spatial streams through the use of different interleavers on different streams

3. Use of different interleavers, when combined with iterative decoding also reduces the burst error effects that are introduced during Viterbi decoding

v. Varying Interleave Patterns – Summary

1. Results show an improvement with VIP in both LOS and NLOS environments

2. It is possible to implement VIP in several ways

a. Single encoder/interleaver implementation also possible (see Annex A1)

3. VIP receiver implementation is vendor dependent 

a. enhanced architectures can realize higher gains

g. Q&A
i. None

6. #28 Aryan Saed, IceFyre Semiconductor; 11-04-882r2; Optimized MIMO
a. A Strawman – What could happen

i. Mandatory: HT-n (High Throughput 802.11n)
ii. SMX 2x2

iii. MAC with feedback allowance for fast rate adaptation (SNR based), feedback fields for CSI, calibration, beam forming, with parts of 802.15 “best practices” for convergence

iv. 20MHz for maximum cell density and pan-regulatory coverage

v. BCC 64QAM  (64pt FFT) for proven robustness

1. performance meets PAR

2. MAC is ready for TGn-options (below) 

3. TGn label is credible and label is fast to market on the shelves from broad range of vendors

4. ready for high volume, high yield

5. pan regulatory

6. dense cell planning
b. Optional: for VHT-n (optimizations for Very High Throughput)
i. SMX 3x3, 4x4, 

ii. STBC NxM (M<N) for heavy-AP and light-STA, e.g. 4x2

iii. Beam forming for low RF cost where Doppler allows

iv. 40MHz for low RF cost where cell density and regulations allow

v. High performance FEC (LDPC/TC) for extended reach where latency allows

vi. 128QAM  & 256QAM where high quality RF (phase noise and distortion) allows

(combinations of 1-6 allowed)

1. enables very high throughput

2. flexibility in terms of how very high throughput may be achieved, depending on application and deployment circumstances

3. ready for future analog and RF design improvements and circuit techniques

c. Vendor discretionary optimization:

Mandatory mode has MAC level feedback mechanisms in place for

i. RF level beam forming
ii. Beam forming matrix calculation (SVD, other), includes spatial averaging (Hadamard or Fourier) for broadcast

1. Leverages 11n into realms of vendor distinction in broad or niche high performance markets

2. Enables vendors / labs to experiment with future technology for ultra high throughput standards compliant systems

d. Proposal for Optimized MIMO
i. MIMO using channel diagonalization

ii. Allow vendor discretionary optimization for maximum rate and/or maximum reach without adding complexity and options

iii. Allow vendor discretionary optimization of hardware and overhead through mutual signaling of MIMO complexity without adding options

e. Implications of SVD
i. SVD maximizes theoretical (Shannon) capacity 

ii. SNR per stream is ranked according to singular values of channel matrix  H

iii. In practical TGn channels the SNR per sub-carrier can differ by 10dB..20dB as a result of singular value spread
iv. To maximize practical capacity, rate depends on SNR

v. Usually only the strongest mode can support maximum rate (e.g. 256-QAM) 

vi. rates in all other modes are then backed-off, some only support a fraction (half, quarter, eighth) of the maximum (e.g. 16-QAM)

vii. Rate across multiple streams not equal. Example: one stream at 54Mbps, another at 24Mbps. Data-bit multiplexing becomes a PHY function, keeping both streams equal duration (e.g. 0.25 ms)

viii. Large portion of bits on the strongest mode. Remainder of bits on remaining weaker modes.

f. Implications of QR-Eig
i. QR-Eig has equal SNR across streams

ii. Same rate and length per stream

iii. Same interleaver and FEC

iv. Same latency, and same PER

v. Data-bit multiplexing can be a MAC function: one MSDU per stream. 

g. QR-Eig has value in 10-12 meter range
h. Objective

i. To allow vendor choice of algorithm : SVD, QR-Eig or other vendor algorithm 

ii. optimized for particular usage scenario (reach, rate, latency, low cost RF, and rapid 11n deployment). Consider that
-IM4 Phase Noise is 0.5deg rms
-IM1 RAPP PA model is -40dB EVM
iii. Ensure mechanisms are in place in TGn to allow calculation of  T  and  R  matrix at one side of the link,  and 

iv. to communicate matrix from STA to AP or from AP to STA so that matrix can be operated at both sides (Tx and Rx side) of link

v. To ensure mechanisms are in place in standard to allow reduced overhead from coefficient exchange

vi. Example: AP requires grouping of 4 sub-carriers due to its reduced hardware complexity.

vii. Groups of 4 or 8 sub-carriers reduces T and R matrix calculation and update overhead by a factor of 4 and 8 respectively.

viii. STA and AP must communicate their capabilities

i. Overview

i. Some further implications of MIMO with diagonalization:

ii. Stream splitting: FEC, interleaving

iii. MIMO Header

j. MIMO Header
Service Field signifies

i. During Link Set-up, sub-carrier grouping: no grouping (52 matrices), groups of four (16 matrices), groups of eight (8 matrices).

ii. During Link Set-up, supported rates, equal rate across all streams or stream dependent rate

Service Field (STA side calculation)

iii. During Link operation: regular feedback of channel estimation from AP to STA for matrix calculations

iv. During Link operation: regular update of Tx side diagonalization coefficients from STA to AP

k. Proposal Summary
i. Frequency domain diagonalization

ii. Vendor discretionary algorithm (e.g. SVD, QR with Eigenvector, other)

iii. Orthogonal LTS for MIMO Channel Estimation

iv. Vendor discretionary grouping of sub carriers (no grouping, grouping with 4, or 8 adjacent sub carriers)
l. Q&A

i. Complexity to calculate SVD or QR-Eig? A – can’t give an exact number

ii. What about STBCs? A – did actually consider these
iii. How many decompositions did you try? A – 3 or 4 and was surprised that QR-Eig performed so well

iv. Dynamic range of coef values? A – Q is orthonormal so well behaved, R is well behaved; SVD  has higher variation
v. Limitations? A – power coming out of the two Pas in a 2x2 system are not the same

vi. Slide 16, difference in performance is because the bit rate was constrained? A – that was the point, we were after range.

vii. Did you experiment with different ADC resolution? A – no

viii. PAPR measurements? A – no

7. #29, Aleksandar Purkovic, Nortel;  11-04-0885r0; Stuctured LDPC Codes for Advanced Coding Scheme for 802.11n
a. Motivation

i. LDPC codes have matured and become a strong advanced coding candidate due to a significant activity in the coding community, especially during the last several years

ii. LDPC codes are proved to achieve coding gains comparable to turbo codes

iii. Benefits of LDPC codes as a serious advanced coding candidate were introduced to the 802.11n in the past ([5], [6], [16])

iv. Main problem associated with the LDPC decoder design is usually requirement for highly irregular hardware interconnectivity
v. Considerable effort has been invested in finding effective hardware architectures in order to benefit from the sparseness of the LDPC parity check matrix 

vi. LDPC codes based on a structured parity check matrix greatly reduce decoding hardware bottlenecks with tolerable performance penalty

vii. LDPC parity check matrices with lower (upper) triangular segments enable efficient encoding, eliminating another obstacle, typically associated with implementation of LDPC codes

b. Effective code length of example is 4
c. Performance Evaluation Methodology

i. PHY model based on the 802.11a spec. [12]; code rate 7/8 added.

ii. Simulation environment 

1. Partial compliance with CC59 and CC67

2. One spatial stream, 20MHz configuration

3. AWGN channel

4. Fading Channel Model D with power delay profile as defined in [13], NLOS,  without simulation of Doppler spectrum. This implementation utilizes reference Matlab code [14].

5. Simulation scenario assumed:

a. Ideal channel estimation

b. All packets detected, ideal synchronization, no frequency offset

c. Ideal front end, Nyquist sampling frequency

iii. K = 1000 bytes, minimum 100 frame errors, down to PER of 10-2

iv. Code specific 

1. Convolutional codes: Viterbi decoding algorithm

2. LDPC codes:

a. Iterative Sum-Product decoding algorithm with maximum of 20 iterations

b. Concatenated codewords

c. Channel interleaver was not used (no need for it)

d. Summary and Conclusion
i. Family of structured LDPC codes has been designed for the 802.11n application.

ii. Design objectives:

iii. Performance improvement over existing convolutional codes

iv. Simple encoding algorithm

v. Coverage of a broad range of information packet lengths and code rates

vi. Support for additional code rates higher than the current maximum (3/4)

vii. Enable efficient decoder hardware implementation

viii. These structured LDPC codes are designed to be “architecture aware”, [15], and can overcome most of the implementation issues, associated with practical implementations so far.

ix. LDPC codes presented in this contribution can be further refined to fit better 802.11n standard as it shapes up, especially considering various MIMO schemes.

e. Q&A

i. Slide 4; irregular LDPC code? A – yes or quasi regular

8. In the remaining meeting time for this slot the chair introduced the topic of logistics for November 
a. Reviewed progress to date

b. Suggested 2 hours for each complete proposal followed by a panel discussion

c. The two hours would provide adequate time for Q&A

d. Don’t know for sure how many complete proposals there will be

e. There appear to be requests for general presentation time

f. We only get 16 hours in Nov.

g. Assuming 5 completes => 10 hours

h. Panel Discussion => 2 hours (all Q&A)

i. Additional Consensus Building Presentation = 2 hours

j. 5 min. summary each => 30 min

k. Low hurdle vote => 30 min

l. That leaves 1 hour
m. Discussion – what about officer elections

n. Reminder - 11-03-665r9 is the selection procedure document
o. Deadline for new completes is 10 days before the Nov. meeting including FRCCs
p. Why 2 more hours for consensus building presentations? Chairs answer - comparison of alternatives, for example advanced coding techniques
q. Would panel discussion of partials be possible? Chair answered yes time permitting
9. #30 Pangan Ting, CCL/ITRI; 11=-04-1014r4; Partial Proposal for 802.11n: ITRI Preamble Specification

a. Outline

i. System block diagram

ii. Proposed preamble structure

iii. Short training symbol

1. Purpose of short training symbol

2. Construction of short training symbol

3. Numerical Results

iv. Long training symbol

1. Purpose of long training symbol

2. Construction of long training symbol

3. Numerical Results

v. Conclusion

b. Short Training Symbol
i. Purposes of STS

1. Frame detection, AGC and Coarse frequency offset estimation

2. The new STSs from different Tx antenna have zero cross-correlation.

3. The preamble consists of several concatenated copies.

ii. Backward compatibility
1. Assume there exists a protection mechanism similar to the case of 11g and 11b.

2. We propose that the new STSs should not be detected by legacy systems.

3. The new STS should have the period longer than the legacy systems.
c. The properties of the proposed STSs

i. Period of 32 samples

ii. Zero cross-correlation of the STSs

iii. Low detection probability for 11a systems 

d. The short training symbols are designed in frequency domain.
e. Time domain waveform of the ith STS is obtained by
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f. Long Training Symbols

i. Purposes of LTS

1. fine frequency offset estimation, fine timing, MIMO timing synchronization, Channel estimation

ii. The proposed LTS
1. 2 x 2 system: the LTS occupies 2 OFDM symbol periods

2. 3 x 3 system: the LTS occupies 4 OFDM symbol periods

3. 4 x 4 system: the LTS occupies 4 OFDM symbol periods

iii. The proposed LTSs are constructed with a basis sequence L.

iv. We choose L the same as the long training sequence described in 11a

v. The properties of the proposed LTSs are determined by L.
vi. With the proposed LTSs, the receiver can effectively and efficiently estimate the frequency domain responses of MIMO channel.
g. Conclusion
i. We propose STSs with the properties of

1. Period of 32 samples

2. Zero cross-correlation of the STSs

3. Low detection probability for 11a systems 
ii. With the proposed LTSs, the receiver can effectively and efficiently estimate the frequency domain responses of MIMO channel.
h. Q&A
i. None

10.  Chair asked the group to modify the agenda to let Nakase san present his proposal early since the last presentation finished 40 min early. Group offered no objection

11. #31, Hiroyuki Nakase, Tohoku Univ.; 11-04-1032r3;  Enhanced MAC Proposal for High Throughput

a. Outline

i. Background

ii. Frame aggregation for high throughput single link using UDP – Simulation –

iii. New MAC procedure
iv. Polling with MAC frame aggregation of different IP link

v. Dual PHY method

vi. Development of WLAN terminal

b. Frame format for aggregation

i. Aggregation of MAC frame to send same destination STA. 

ii. Aggregation Header is defined in addition to MAC header.

iii. Subheader is attached to each frame

c. Proposal for Enhanced PCF

i. MAC PCF procedure with Static Beacon Timing

1. Individual polling

2. MAC frame aggregation for multicast polling

ii. Concept
1. Improvement of system throughput

2. All traffics of STAs are controlled by AP in BSS

3. Suppression of overhead in low data rate traffic
iii. Enhanced PCF with static beacon timing
1. AP sends broadcast information for EPCF using Beacon packet

2. Beacon interval is fixed. (Ex. 10 msec) : Easy control for power saving

3. Transmission available by only AP in guard duration
4. Duration of EPCF and EDCF are alternated 

5. Length of frame for each STA is defined by AP due to request

6. All STAs are controlled by AP even if STA adhoc communication
iv. Definition of EPCF
1. Polling request and accept

2. STA sends a request frame to AP during DCF when STA has an application with fixed data rate streaming.

3. EX: HDTV, SDTV, VoIP, etc.

4. AP assigns the polling sequence number for the STA, and send a acceptance frame to the SAT.

v. Polling List Table

1. AP has a polling list table for management of PDF duration.

2. Data 

vi. Problem

1. Wasted duration of PHY preamble and SIGNAL field of 16+4msec in low data rate frame.

a. Ex: 0.096Mbps (VoIP) 

i. Preamble and SIGNAL: 20msec

ii. MAC Header + Data + FCS @ 216Mbps: 8msec

1. (36Byte + 120Byte + 4Byte)/(216Mbps)

2. Solution :Reduce the number of PHY preamble
a. Aggregation of downstream for low data rate!!

i. MAC frame Aggregation for low data stream of < 1Mbps

vii. Scenario Config
1. HDTV, gaming    ~30Mbps

2. FTP                      ~2Mbps

3. Video streaming   ~2Mbps

4. Video Phone         ~500kbps

5. VoIP, MP3           ~100kbps

viii. Is 100 Mbps needed for VoIP?
1. Comparison between 11n and 11a

a. VoIP stream every 10msec : 960 bit

i. DIFS(32usec)+Backoff(0usec)+preamble(20usec)+MAC(240bit)+Body +FCS(32bit) +SIFS(16usec)+preamble+MAC+Body+FCS

b. VoIP on 11n (216Mbps): 88usec + 8 usec =96 usec

i. 32+20+(240+960+32)/216+16+20+(240+960+32)/216

c. VoIP on 11a (54Mbps):   88usec + 24 usec = 112 usec

i. 32+20+(240+960+32)/216+16+20+(240+960+32)/216

2. If there are some MIMO training symbols, duration for VoIP is the same between 11n and 11a.

3. It is not efficient usage of 100Mbps.

ix. Proposal: Dual PHY Communications

1. All packet of STA-AP connection are small size.

2. IFS and preamble for ACK and low rate packet in STA-AP connection are wasted duration for 11n.

a. AP-STA and STA-AP connection are used the same frequency band : Time Division Duplex (TDD)

x. Suggested Solution
1. In order to increase throughput, different band is used for STA-to-AP connection : Employment of Freqency Division Duplex (FDD) using 11a/b/g
a. Ack, low rate packet for STA-AP connection
2. Dual PHY Protocol Stack

a. Definition of MAC sub-layer for using different PHY

b. For STA-AP, legacy devices is used.

c. For AP-STA connection, 11n is used. 

3. Employment of legacy devices for STA-AP connection

4. AP-to-STA streaming without IFS to achieve higher throughput.

5. Simulation results are shown later

xi. WLAN Terminal Implementation

1. We have a national project to implement 5GHz high throughput WLAN terminal.

a. Project was started in 2002.

b. Budget of Ministry of Education, Culture, Sports, Science and Technology, JAPAN 

c. Development with Mitsubishi Electric Co. and NetCleus Systems Co.

2. Band expansion based on 11a PHY format.

a. 6 channels expansion available

b. FPGAs of Xillinx and Altera were used for implementation.

d. Conclusion
i. MAC proposal

1. MAC frame aggregation of multi-destination in PCF duration.

2. FDD mode using 11n and legacy devices

3. Every proposal has improvement of MAC throughput superior to conventional MAC procedure.
12. Chair reintroduced the topic - consideration of logistics for Nov. meeting
a. Comment made that time NOT be made for “comparison” presentations at the Nov. meeting

13. Chair recessed at 5:04PM for dinner
14. Chair reconvened at 7:30 PM
a. Kim Wu, Inprocomm; 11-04-878r1; Inprocomm PHY Proposal for IEEE802.11n: MASSDIC-OFDM

i. Content

1. Assumptions in the proposal

2. Main features of the proposal

3. Proposed Multiple-Antenna Signal Space Diversity Coded OFDM (MASSDIC-OFDM) PHY System architecture

a. Modulation, precoding, FEC, proposed receiver structure 

4. PLCP Frame format

5. Preamble

6. FEC Coding

7. Compatibility to 802.11a

8. Simulation Results

9. Summary 

ii. Assumptions
1. The proposal is targeted at the physical layer

2. A MAC efficiency of 60% is assumed

3. To reach the 100 Mbps MAC Goodput, a minimum of 167 Mbps is required.

4. The proposal shall have another portion of MAC enhancement proposal. It can be amended later.

iii. Main Features

1. This proposal inherits the good features of 802.11a OFDM standard

a. Spectrally efficient, robust against narrowband interference

b. Low complexity in channel equalization

c. No ISI and inter-carrier interference (ICI) if channel max delay is less than the guard interval

d. Good performance by bit-interleaved convolutional coded modulation 

2. This proposal uses MIMO (2x2 Mandatory) architecture to double the capacity. 4x4 and 3x3 configurations are optional

3. This proposal uses variable guard intervals to optimize the data rate against different channel delay spread

4. The operation bandwidth is 20 MHz.

5. This proposal uses 256-QAM to boost bandwidth efficiency

6. The number of subcarriers in an OFDM symbol is increased from 64 to 128 to gain guard interval efficiency.

7. This proposal explores the signal and space diversity without sacrificing BW via linear constellation precoding technique (LCP) (optional)
a. With low rate (e.g. 3/4) FEC, OFDM is shown to be inferior to single-carrier transmission due to loss of multipath diversity

b. This problem is resolved by artificially making ICI among independent subcarriers

c. The LCP is a kind of signal-space diversity coding

8. Only PHY data rates more than 53 Mbps are newly defined

9. For HT devices transmitting legacy data rates, space-time block coding (STBC) schemes are used to enhance system performance.

10. No more overhead is needed for the PHY header relative to legacy frame format

11. New preamble structures are designed to minimize the overhead without sacrificing performance.

a. Only one OFDM symbol time interval is used for channel estimation

b. Long training symbols transmit higher power than other fields.

12. The maximum data length is extended from 4096 bytes to 65536 bytes. 

13. This proposal uses modern powerful error control code: extended irregular repeat-accumulated (eIRA) low density parity check (LDPC) code to improve performance

a. Coding rates of 1/2, 2/3, 3/4 are separately designed with codeword length 2667 to optimize performance. 

b. A new scheme to shorten codewords with hybrid code rate combination is proposed.

b.  Compatibility with 802.11a
i. The proposed 802.11n is compatible to 802.11a by defining the same PHY and MAC as that of 802.11a in low data rate mode (6Mbps~54Mbps mode).

ii. A 802.11n device can distinguish between 802.11a and 802.11n packets by detecting different format of packet preambles.

iii. A Legacy device can recognize the packet from 802.11n devices in LN mode. 

iv. Upon detection of 802.11a packets, the 802.11n device turns to operate in the 802.11a mode
c. Summary

i. The proposed 802.11n is compatible to 802.11a by defining the same PHY and MAC as that of 802.11a in low data rate mode (6Mbps~54Mbps mode).

ii. A 802.11n device can distinguish between 802.11a and 802.11n packets by detecting different format of packet preambles.

iii. A Legacy device can recognize the packet from 802.11n devices in LN mode. 

iv. Upon detection of 802.11a packets, the 802.11n device turns to operate in the 802.11a mode

d. Q&A

i. How is Frequency Offset Estimation done? A – detail I will discuss later

ii. Does the group span more than one antenna? A- yes

iii. Complexity slide- is it gate count or operation complexity? A – number of additions

15. That completes the 32 presentations!!!!!!!!!!!
16. The chair returned to a discussion of the logistics for November

a. Doc. 11-04-1030r2
i. Good news

ii. 32 presentations completed

iii. Because the presentations did not fill every available meeting minute there was adequate time to caucus and, at least tentatively,  explore possible mergers which would result in new completes or revised completes.
iv. Bad News

v. Complete presentations did not have adequate time to present or answer audience questions.

vi. Not enough time to conduct panel discussion or additional selection steps.

vii. Not known how many completes will exist in November

b. November Agenda Challenge

i. Panel Discussion

ii. Possible inclusion of one or more additional complete proposal 

iii. Extended presentation and Q&A time for completes

iv. Additional technical presentations anticipated

v. Need to refresh audience memory
vi. .11n will only have 18 hours at the Nov. meeting
c. Recall from 11-03-665r9 – the Selection Procedure Sequence Summary

i. Call for proposals

ii. Classify as partial or complete

iii. Presentations

iv. Panel discussion

v. Allow mergers and additional presentation

vi. Do not conduct votes on partials 

vii. Merger process

viii. 5 minute summary and then low hurdle vote

ix. Allow mergers and revisions

x. 60  minute presentations for remaining proposals

xi. Skip if only one proposal

xii. Down Select vote

d. In step 7, note the ‘10 day on the server’ rule for mergers between meetings
e. Reviewed the voting process

i. “Low hurdle” vote

ii. “Down Select” vote

f. Chair proposed a Plan A straw man for discussion and straw poll for voting members only
i. Re-present the complete presentations  at 2 hours each = 10 hours

ii. Panel Discussion at 2 hours = 12 cumulative

iii. 5 Minute summary discussion at 5 min. each => .5 hours = 12.5 hours

iv. Low Hurdle Vote at 5 min. = 13 hours

v. Time out of session to revise proposals

vi. Revise Presentations at 1 hour each => 4 hours = 17 hours

vii. Down Select Vote at .5 hours = 17.5 hours
viii. Plan for January at .5 hours = 18 hours

ix. Chair proposed a Plan B straw man

x. Difference was to replace down select vote with time to present partial proposals and have a partial proposal panel session.

g. Discussion of proposed straw poll

i. Suggest presentations on Monday and Tuesday with vote on Thursday

ii. Hold ad hoc meetings between now and Nov; chair noted this alternative was not well received in the past
iii. Plan A – one down selection vote
iv. Plan B – sacrifice down selection vote for partial proposal discussion
v. Plan A math  was incorrect

vi. Can only get 4 hours on Monday in Nov. meeting

vii. 10 day merge rule means Nov 5
viii. Put technical presentation early in week (2)
ix. Switch timing between partial and complete presentations in Plan B

x. Don’t hurry with down selection
xi. Allocate Q&A time in the 2 hours to about ½ hour

xii. If a merger occurs in the middle of a session the group decides the timing

xiii. What about officer elections?
xiv. Is 2 minutes enough for partials?
xv. Must consider meeting intro and close in the Nov. agenda time slots
xvi. Put one page for each of the partials in one document

h. Straw Poll – choose either Plan A or Plan B
i. Results – A – 26   B – 50

i. Straw Poll – How to handle partial proposal presentations: Presentation collection process and jump right into  Q&A versus 2 min. verbal presentation including Q&A

j. Option 2 (verbal) –  10
Option 1 (one page presentations) – 52

k. One page Partials  submitted 10 days before hand just like mergers was agreed to without discussion
l. Straw Poll: Submit questions in writing 5 days before the Nov. meeting to act as a seed

i. Option 1 written - 19
Option 2 verbal only – 10

m. Adrian asked for a straw poll vote on electing a vice chair at the Nov meeting

n. Option 1 – yes = 
Option 2 – no =

o. Vote was not taken due to “orders of the day”

p. Chair adjourned the session at Thursday 9:36 PM
� EMBED Equation.3  ���
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