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This document is a partial proposal for the IEEE802.11n standard.  
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1. 
Introduction

The contributors above are pleased to present a partial proposal for 802.11n in response for the Call for Proposals sent out by the 802.11n Task Group on May 17. This document is part of a package that includes a presentation, and documents showing the meeting of Functional Requirements and the Comparison Criteria. 
This proposal represents a merger of partial proposals by Atsushi Ota and Yusuke Asai, et al. of NTT, with that of Morgan Miki, John Kowalski, Yoshihiro Ohtani, and Srinivas Kandala, et al. of Sharp. The proposers consider their merged proposal to be a partial proposal. 
The philosophy that has guided this proposal is to propose modest extensions to the 802.11 legacy, and amendments that will have been ratified by the time this standard is approved by the IEEE standards board, that meet the functional requirements. In this way, then the standard can be quickly approved, adopted, and implemented to maintain the market position of 802.11 based systems.  
In Section 2 we present an outline of our proposal. Following that section is a detailed discussion of our proposed MAC and PHY changes; these changes have been written so as to be easily adopted as an amendment to the base standard particular parts of Section 3 are written to be inserted into Clauses 7 and 9 in particular.  The section following that presents simulation results and methodology.  The final section (which will exist as a stand-alone document as well for clarity) will be a table showing how the functional requirements and comparison criteria are met with this proposal.

2. Outline of our technical proposal
According to five criteria document[1], broad market potential, technical and economic feasibilities are required for IEEE802.11n standard.  The aim of our technical proposal is to create a standard that limits mandatory requirements to feasible technologies and minimizing the difference from the legacy standards such as IEEE802.11a.  This simple solution makes the standard feasible and it possible to provide various kinds of devices including PCMCIA card type as well as built-in type devices for various users according to their applications.  In addition, it speeds adoption of the standard in the marketplace by making it easier to integrate with the present 802.11 solutions available in the marketplace, and thereby can preempt proprietary solutions.

The main features of our proposal are;

(1) PHY Layer

· 2 Tx chains is mandatory.  3 and 4 Tx chains are optional.
· Channelization greater than 20MHz is out of scope.
· A new modified scattered-type preamble for MIMO channel estimation is introduced.
· Pilot MIMO preambles to track time varying MIMO channels can be inserted flexibly for reliable long burst transmission.
· EXTENDED SIGNAL and MIMO packets are encapsulated after the Legacy PLCP header including PLCP preamble and legacy SIGNAL in order to keep backward compatibility with legacy devices,
· Most of all other specifications on PHY layer are the same as those of 802.11a with the exception of MIMO communication function and addition of an new coding rate of R=7/8, and this results in minimizing impacts of modifications for 802.11n.
(2) MAC Layer

· MSDUs that belong to the same TID and sent to the same reception address can be aggregated in a MAC frame in order to improve MAC efficiency.

· Each MSDU in an aggregated frame is selectively re-transmitted in SR-ARQ manner.
· Bit-map-type multiple ACK, with rate feedback information field used for rate adaptation control, is introduced instead of Block ACK based on 802.11e.

· Random back-off mechanism is slightly modified, and unnecessary contention window extension that is not caused by contention can be avoided.
· A high throughput resource negotiation mechanism between stations is defined.
· Highly accurate synchronization function between stations is introduced.
3 Detailed description

3.1 Proposed PHY modes

The proposed PHY modes are listed below.  All PHY modes with SISO and 2Tx MIMO transmission are mandatory and all modes with 3Tx and 4Tx MIMO transmission are optional.  The number of Tx chains and the modulation mode are declared in “Number of Tx chains” and “Rate” sub-fields of the EXTENDED SIGNAL field, respectively.  All PHY modes use convolutional coding (R=1/2 or punctured versions of it, constraint length is 7, which is the same as IEEE802.11a PHY mode). Thus Viterbi decoding is recommended, as in 802.11a.  

(1) Mandatory PHY modes

Mandatory PHY modes are in Table 1.
Table 1  Mandatory PHY modes
	Number of Tx chains
	Modulation
	FEC Coding Rate
	PHY Bit Rate

	1 (SISO)
	BPSK
	1/2
	6Mbps

	1 (SISO)
	BPSK
	3/4
	9Mbps

	1 (SISO)
	QPSK
	1/2
	12Mbps

	1 (SISO)
	QPSK
	3/4
	18Mbps

	1 (SISO)
	16QAM
	1/2
	24Mbps

	1 (SISO)
	16QAM
	3/4
	36Mbps

	1 (SISO)
	64QAM
	2/3
	48Mbps

	1 (SISO)
	64QAM
	3/4
	54Mbps

	1 (SISO)
	64QAM
	7/8
	63Mbps

	2 (MIMO)
	BPSK
	1/2
	12Mbps

	2 (MIMO)
	BPSK
	3/4
	18Mbps

	2 (MIMO)
	QPSK
	1/2
	24Mbps

	2 (MIMO)
	QPSK
	3/4
	36Mbps

	2 (MIMO)
	16QAM
	1/2
	48Mbps

	2 (MIMO)
	16QAM
	3/4
	72Mbps

	2 (MIMO)
	64QAM
	2/3
	96Mbps

	2 (MIMO)
	64QAM
	3/4
	108Mbps

	2 (MIMO)
	64QAM
	7/8
	126Mbps


(2) Optional PHY modes

Optional PHY modes are in Table 2.

Table 2  Optional PHY modes
	Number of Tx chains
	Modulation
	FEC Coding Rate
	PHY Bit Rate

	3 (MIMO)
	BPSK
	1/2
	18Mbps

	3 (MIMO)
	BPSK
	3/4
	27Mbps

	3 (MIMO)
	QPSK
	1/2
	36Mbps

	3 (MIMO)
	QPSK
	3/4
	54Mbps

	3 (MIMO)
	16QAM
	1/2
	72Mbps

	3 (MIMO)
	16QAM
	3/4
	108Mbps

	3 (MIMO)
	64QAM
	2/3
	144Mbps

	3 (MIMO)
	64QAM
	3/4
	162Mbps

	3 (MIMO)
	64QAM
	7/8
	189Mbps

	4 (MIMO)
	BPSK
	1/2
	24Mbps

	4 (MIMO)
	BPSK
	3/4
	36Mbps

	4 (MIMO)
	QPSK
	1/2
	48Mbps

	4 (MIMO)
	QPSK
	3/4
	72Mbps

	4 (MIMO)
	16QAM
	1/2
	96Mbps

	4 (MIMO)
	16QAM
	3/4
	144Mbps

	4 (MIMO)
	64QAM
	2/3
	192Mbps

	4 (MIMO)
	64QAM
	3/4
	216Mbps

	4 (MIMO)
	64QAM
	7/8
	256Mbps


3.2 Reference model

Reference model of our proposal is described in Figure 1.  Main features are as follows;

· There is a single PHY-SAP that is between MAC and PHY layers; this maintains the basic architecture. 

· In PHY layer, there are two sublayers, PHY Layer Convergence Protocol (PLCP) and Physical Medium Dependents (PMDs).  

· In case of MIMO communication, the number of used PMDs is adaptively changed according to its number of Tx chains.  The PLCP sublayer is responsible for conversion between a serial data stream and divided data sub-streams.
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Figure 1  Reference model

3.3 MAC layer specification

3.3.1 IEEE802.11n MAC overview

The proposed MAC improvements are an extension of the 802.11 legacy mechanisms and 802.11e draft standard components. In particular, this proposal assumes the use of mechanisms present in 802.11, including EDCA, HCCA (in particular the admission control mechanisms present therein), and the Direct Link Protocol. 
The specific proposed improvements include MSDU Aggregation, an SR-ARQ based ACK frame format, increased support for synchronization in the MAC, and generic resource negotiation mechanisms.  
    The MAC is also responsible for setting the PHY transmission mode indicated by both SIGNAL and EXTENDED SIGNAL fields in the PLCP header. This includes not only setting these fields, but also the management of the information in these fields and the calculation of physical duration of the frame considering modulation modes, frame length, number of Tx chains, and pilot preamble interval.

3.3.2 IEEE802.11n MAC Frame formats

With the introduction of new PHY technologies such as MIMO and higher coding rates, the fixed duration part of the frame such as preambles, signal field, SIFS as well as ACK duration becomes an overhead that can not be ignored.  In order to improve the MAC efficiency, new MAC formats for aggregated frames are defined, allowing multiple MSDU’s to share the same preamble, signal field, SIFS and ACK.

4 Data type frames (Aggregated Data, Aggregated Data + CF-Poll, Aggregated Synch Data, Aggregated Synch Data + CF-Poll) and 2 Control type frames (Aggregated acknowledgement, Aggregated acknowledgement request) are newly defined to support the frame aggregation function. 
In addition, a new code is added in the Action field for the Action management frame to support Aggregated frames.

Furthermore, to ensure that Quality of Service can be maintained with high throughput, and to take further advantage of high throughput services, increased support for synchronization is provided. 
A High Throughput Resource Field is also added for the purpose to negotiate resources such as number of Tx/Rx chains.

3.3.2.1 General Frame format

Figure 2 (a) shows the general MAC frame format for 802.11/11e, and Figure 2 (b) the new MAC frame format for aggregated frames. 
Both 802.11/11e and 802.11n frame formats can be transmitted with PHY in legacy mode (reserved bit of legacy SIGNAL field= 0) or high throughput mode (reserved bit of legacy SIGNAL field = 1)

Only such MSDUs that have the same Address1, Address2 fields and belong to the same TID may be aggregated into an aggregated frame.

    In order to support multiple MSDUs in one MAC frame, the maximum MPDU length is extended to 131,071 octets. MAC frame duration is also limited by Rate and Length of PLCP header as defined in 3.4.3. The maximum number of MSDUs in one aggregated frame is set to 255, but the MAC shall set this value within the two limits above.

The new aggregated frame format has a multiplicity of FCS, one for MAC header (Header FCS), and one for each MSDU in the Aggregated Frame Body. All of these FCSs are computed using the same equation defined in 802.11 7.1.3.6.  In addition, there are a multiplicity of security headers and trailers for each MSDU. 

Frame Control, Duration ID, Address1, Address2, Aggregated Frame Sequence Control, QoS Control, Aggregation Information, Header FCS, and Aggregated Frame body constitute the minimal aggregated frame format and are present in all aggregated frames. The TLS (Timestamp for Link Synchronization) fields are only present in certain frame types and subtypes. 
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Figure 2  MAC Frame Format
3.3.2.2 Frame Fields
3.3.2.2.1 Frame Control Field

Figure 3 depicts the Frame Control Field. 
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Figure 3  Frame Control Field
The Protocol Version is set to “00" as in the base standard. The Type is 2 bits, and subtype field is 4 bits long. Type and subtypes for newly defined frames are defined in Table 3. 

Table 3 Type and subtype combination for newly defined frame

	Type Value

B3 B2
	Type description
	Subtype value

B7 B6 B5 B4
	Subtype description

	01
	Control
	0110
	Aggregated Acknowledgement

	01
	Control
	0111
	Aggregated Acknowledgement Request

	11
	Data
	0000
	Aggregated Data

	11
	Data
	0001
	Aggregated Data + CF-Poll

	11
	Data
	0010
	Aggregated Synch Data

	11
	Data
	0011
	Aggregated Synch Data + CF-Poll


3.3.2.2.2 Aggregated Frame Sequence Control Field

    The Aggregated Frame Sequence Control field is 16 bits in length and contains the Aggregate Frame Sequence Number. The format of the Aggregated Frame Sequence Control field is illustrated in Figure 4. The Aggregated Frame Sequence Number field is a 12-bit field indicating the sequence number of the Aggregated Frame. Each Aggregated Frame transmitted by a STA is assigned a sequence number. Sequence numbers are assigned from a single modulo 4096 counter, starting at 0 and incrementing by 1 for each Aggregated Frame, regardless of the TID value.
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Figure 4  Aggregated Frame Sequence Number Field
3.3.2.2.3 QoS Control Field

The QoS Control field is a 16-bit field that identifies the TC or TS to which the frame belongs and various other QoS-related information about the frame that varies by frame type and subtype. The QoS Control field is present in Aggregated (Synch) Data and Aggregated (Synch) Data + CF-Ack type frames. Each QoS Control field comprises 4 subfields, as defined for the particular sender (HC or non-AP QSTA) and frame type and subtype. The usage of these subfields and the possible layouts of the QoS Control field are described below and illustrated in Table 4.
Table 4  QoS Control field for aggregated frame
	Applicable Frame (sub) Types
	Bits 0-3
	Bit 4
	Bit 5-7
	Bits 8-15

	Aggregated (Synch) Data  (+) CF-Poll frames sent by HC
	TID
	EOSP
	Reserved
	QAP PS Buffer State

	Aggregated (Synch) data frames sent by non-AP STAs
	TID
	0
	Reserved
	TXOP duration requested

	
	TID
	1
	Reserved
	Queue size


3.3.2.2.4 Timestamp for Link Synchronization (TLS) Field
The format of the TLS Field is shown in Figure 5.
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Figure 5  TimeStamp for Link Synchronization Format

The TLS is a 4 octets time stamp updated by the clock of the STA transmitting the aggregated frame. The two most significant octets are integers. The least significant two octets are in fractional units of 1s, i.e., the most significant bit of the most significant octet of the Fractional part is ½ microsecond, the next most significant bit of the most significant octet of the Fractional part is ¼ microsecond and so forth.  By transmitting this way, the maximum value of the integer part is 216 -1 microseconds, and the smallest precision that is sent is 0.15 nanoseconds.
3.3.2.2.5 Aggregation Information Field

Figure 6 shows the Aggregation Information Field.

The Aggregation Information field is a variable length field containing the length of each MSDU in the Aggregated Frame Body. The MSDU Count field contains the number of MSDUs present in the Aggregated Frame Body field, and each MSDU length field contains the length of each individual MSDU in octets. 

The MSDU Count is 1 octet long, and indicates the number of MSDUs present in the Aggregated Frame Body field. . Each MSDU Length field is 2 octets long, and corresponds to the length of the MSDU data in the Aggregated Frame Body corresponding to that length field.  Figure 7 shows the contents of MSDU Length Field.
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Figure 6  Aggregation Information Field
[image: image7.wmf]MSDU Size field

MSDU Length

Bits:

4

B0

12

B3

B4

B15

Reserved


Figure 7  MSDU Length field
3.3.2.2.6 Header FCS field

The Header FCS field is 4 octets long, and contains a 32-bit CRC for the MAC header. This FCS is applied to the contents from Frame Control to Aggregation Information fields. This FCS is computed using the same CRC as in the base standard.

3.3.2.2.7 Aggregated Frame Body field

The Aggregated Frame body field contains the data of all MSDUs.

The number of MSDUs in this field is indicated in the MSDU Count field.

Figure 8 depicts the Aggregated Frame Body. Subfields for each MSDU are Addresses (AddressA and AddressB), MSDU Sequence Control (shown in Figure 9), MSDU data, the Security Header and trailer for each MSDU (not shown, and it is present if and only if the Protected Frame subfield in the frame control field is set to 1), and MSDU FCS fields. AddressA and AddressB are set according to Table 5.  The reserved bits in the MSDU Sequence Control Field are set to 0. The length of each MSDU Data field is indicated by the corresponding MSDU Length field in the Aggregation Information.
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Figure 8  Aggregated Frame Body Field
[image: image9.wmf]Sequence Control field

Sequence Number

Bits:

4

B0

12

B3

B4

B15

Reserved


Figure 9  MSDU Sequence Control Field

3.3.2.2.8 Address fields
Table 5 shows the contents of Address fields for both MAC header and aggregated frame body field. AddressB is present only for frames which have From DS=1 and To DS=1 settings. 
Table 5  Address Field contents for MAC header and aggregated frame body field
	ToDS
	FromDS
	MAC Header
	Address field of each MSDU
	Usage

	
	
	Address1
	Address2
	AddressA
	AddressB
	

	0
	0
	DA
	SA
	BSSID
	N/A
	Same as specified in Table 4 of 802.11e D9

	0
	1
	DA
	BSSID
	SA of each MSDU
	N/A
	

	1
	0
	BSSID
	SA
	DA of each MSDU
	N/A
	

	1
	1
	RA
	TA
	DA of each MSDU
	SA of each MSDU
	


Note: Address A and Address B perform the same role as Address 3 and Address 4 of the Data frame in the base standard. 

3.3.2.3 Format of Individual frame types

3.3.2.3.1 Aggregated Acknowledgement Request (AggAckReq) Frame Format

The frame format of the Aggregated Acknowledgement Request (AggAckReq) frame is defined in Figure 10.
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Figure 10  Aggregated Acknowledgement Request
The duration value is greater than or equal to the time, in microseconds, required to transmit, one AggAck frame, as applicable, plus one SIFS interval. If the calculated duration includes a fractional microsecond, that value is rounded up to the next higher integer.

The RA field of the AggAckReq frame is the address of the recipient STA.

The TA field is the address of the STA transmitting the AggAckReq frame.

The aggregated frame sequence control field is the aggregated frame sequence number of the aggregated frame for which the transmitter expects to receive the aggregated acknowledgement.

3.3.2.3.2 Aggregated Acknowledgement (AggAck) Frame format

The frame format of the Aggregated Acknowledgement (AggAck) frame is defined in Figure 11.
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Figure 11  Aggregated Acknowledgement
The AggAck frame is used in response to the aggregated frame or to the AggAckReq frame. The duration value is the value obtained from the Duration field of the aggregated frame or AggAckReq frame, minus the time, in microseconds, required to transmit the AggAck frame and its SIFS interval.

The RA field of the AggAck frame is the address of the STA that requested the AggAck frame by either aggregated frame or AggAckReq frame.

The TA field is the address of the STA transmitting the AggAck frame.

The AA control field defined in Figure 12 consists of Rate Feedback Information, the AggAck flag and Aggregated Frame Sequence Number subfield. 

The rate feedback information field is 2 bits long and is used for rate adaptation control.  Table 6 shows the definition of the rate feedback information.  When a receiver replies to the transmitter by an AggAck frame, it can inform the signal reception condition.  If the reception condition is very good and it estimates an upper rate can be available, the rate feedback information field is set to “01”.  On the contrary, if the reception condition is poor, the field is set to “10”.  When the receiver judges the selected rate is reasonable, it sets the field to “11”.  In case that the receiver does not have the function to generate the helpful information, it sets the field to “00”.  The rule of the rate feedback information selection is out of scope of the specification.  Note that it is just informative for rate adaptation control at transmitter side and the transmitter does not need to select the recommended PHY mode on next signal transmission.

AggAck flag indicates whether Bitmap Count field and AggAck Bitmap field are available or not. AggAck flag is set to 1 if the AggAck is the response for an aggregated frame. If the AggAck is the response for an AggAckReq frame, AggAck flag is set to 1 if the receiver of the aggregated frame is able to generate the AggAck Bitmap for the requested aggregated frame. AggAck flag is set to 0 otherwise. Aggregated Frame Sequence Number is copied from the Aggregated frame or the AggAckReq frame, to which the AggAck frame is sent in response.
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Figure 12  AA Control Field

Table 6  Rate feedback information
	RFI value
	Meaning

	00
	No information.

	01
	The reception condition is very good and upper rate is recommended.

	10
	The reception condition is poor and fallback is recommended.

	11
	The selected mode is adequate.


The Bitmap Count field indicates the length of the AggACK Bitmap field in bits. This field is only present on AggAck frames with AggAck flag set to 1.

The variable length AggAck Bitmap is depicted in Figure 13. AggAck Bitmap is only present on AggAck frames with AggAck flag set to 1. Each of the bits in the AggAck Bitmap corresponds to the receiving status of each MSDU requested by aggregated frame or AggAckReq frame. Each bit is set to 1 if corresponding MSDU has been received correctly, or reset to 0 otherwise. The number of bits (N) in the AggAck Bitmap shall be equal to the number of MSDUs, included in the immediately previously sent aggregated frame, or the aggregated frame referred by the immediately previously sent AggAckReq frame. The length of the pad bits is from 0 to 7 bits, and is set in such a way that (length of AggAck Bitmap) + (length of pad bits) is a multiple of 8.

[image: image13.wmf]Agg

Ack

Bitmap

B0

Pad bits

B

N

B

N+1

B

M

Agg

Ack

Bitmap

B0

Pad bits

B

N

B

N+1

B

M


Figure 13  Aggregation Acknowledgement Bitmap

3.3.2.3.3 Action field for Aggregated Frame

Table 7 shows the additional Category Fields to be assigned for 802.11n. Three Action frames are defined for Aggregated frames category: ADDAF request, ADDAF response, DELAF, and three Action frames are defined for High throughput category: ADDHT request, ADDHT response, and DELHT.

Table 7  Category Field Table

	Code
	Meaning

	(TBD)
	Aggregated Frame

	(TBD)
	High throughput


3.3.2.4 Aggregated frame action frame details

Several Actions are defined for aggregated frame category.  A station which intends to use aggregated frames has to initiate the use of aggregated frame for a specific TID by exchanging ADDAF request / ADDAF response frames between the receiver station. The Action field values, associated with each frame format within the aggregated frame category are defined in Table 8.

Table 8  Aggregated frame action field values

	Action field values
	Meaning

	0
	ADDAF request

	1
	ADDAF response

	2
	DELAF

	3-255
	Reserved


3.3.2.4.1 ADDAF request

     An ADDAF request frame is sent by the originator of aggregated frame to the receiver STA. The frame body of an ADDAF request frame contains the information shown in Table 9
Table 9  ADDAF request frame body

	Order
	Information

	1
	Category

	2
	Action

	3
	Dialog Token

	4
	Aggregated frame parameter set

	5
	Aggregated frame timeout value


     The Category field is set to 4 (representing aggregated frame). 

The Action field is set to 0 (representing ADDAF request).
The Dialog Token field is set to a non-zero value chosen by the STA. 

The aggregated frame parameter set field and timeout value are defined in Figure 14 and Figure 15, respectively.

3.3.2.4.2 ADDAF response

The ADDAF response frame is sent in response to an ADDAF request frame. The frame body of an ADDAF response frame contains the information shown in Table 10.

Table 10  ADDAF response frame body

	Order
	Information

	1
	Category

	2
	Action

	3
	Dialog Token

	4
	Status code

	5
	Aggregated frame parameter set

	6
	Aggregated frame timeout value


 The Category field is set to 4 (representing aggregated frame). 

The Action field is set to 1 (representing ADDAF response).
The dialog token is copied from the corresponding received ADDAF request frame.
The Status code field is defined in 802.11e 7.3.1.9.
The aggregated frame parameter set field and timeout value are defined in Figure 14 and Figure 15, respectively.

3.3.2.4.3 DELAF

The DELAF frame is sent by either the originator of the traffic or the recipient to terminate the aggregated frame participation. The frame body of a DELAF frame format contains the information shown in Table 11. 

Table 11  DELAF frame body

	Order
	Information

	1
	Category

	2
	Action

	3
	DELAF parameter set


 The Category field is set to 4 (representing aggregated frame). 

The Action field is set to 2 (representing DELAF).
The DELAF parameter set field is defined in Figure 16
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Figure 14  Aggregated frame parameter set field
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Figure 15  Aggregated frame timeout value fixed field
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Figure 16  DELAF parameter set fixed field

Aggregated frame parameter set field

The aggregated frame parameter set field is used in ADDAF frames to signal the parameters for setting up a frame aggregation. The length of the aggregated frame Parameter Set field is 2 octets.
The TID subfield contains the value of the TC or TS for which the frame aggregation is being requested. The Buffer Size indicates the number of buffers of size 2304 octets available for this particular TID. 

In an ADDAF request frame, the Buffer Size subfield is intended to provide guidance for the frame receiver to decide its re-ordering buffer size, and is advisory only. If the Buffer Size subfield is set to 0, it implies that the Originator of the frame aggregation has no information to specify its value.
In an ADDAF response frame, when the Status Code is set to 0, the Buffer size is set to a value of at least 1.
Aggregated frame timeout value

The Aggregated frame timeout value field is used in the ADDAF request frame to indicate the timeout value for frame aggregation. The length of the aggregated frame timeout value is 2 octets. 
The aggregated frame timeout value is the duration in seconds for which the frame aggregation set up is active. The frame aggregation set up is considered to be inactive and is torn down at the receiver if the receiver does not receive aggregated data frame, with the TID for which the frame aggregation is set up, within the Aggregated frame timeout value. The aggregated frame set up is considered to be inactive and is torn down at the sender if the sender does not receive a AggAck frame, with the TID for which the aggregated frame is set up, within the Aggregated frame timeout value.
DELAF parameter set field

The DELAF Parameter Set field is used in a DELAF frame to terminate an already set up frame aggregation. The length of the DELAF parameters field is 2 octets. The Initiator subfield indicates if the sender or the receiver of the data is sending this frame. It is set to 1 to indicate the sender and is set to 0 to indicate the receiver. The TID subfield indicates the TSID or the UP value for which the frame aggregation has been originally set up.
3.3.2.5 High throughput action frame details

Several Actions are defined for High throughput category. The Action field values, associated with each frame format within the High throughput category are defined in Table 12.

Table 12  High throughput action field values

	Action field values
	Meaning

	0
	ADDHT request

	1
	ADDHT response

	2
	DELHT

	3-255
	Reserved


3.3.2.5.1 Frame Formats for Resource and Functionality Negotiation
Wireless LAN systems are being proposed elsewhere to achieve high throughput.  Among the technologies being proposed are those that employ MIMO transmission technology.  MIMO techniques promise a great deal of throughput increase over legacy techniques, but have the drawback that they consume more power for increased signal processing, and, for the same range, require computational power to be roughly N times that of a single channel, where N is the number of channels used to transmit a signal. 
Moreover, there may be options supported in the 802.11n standard, this methodology allows for an extensible set of features to be set after association. 
It is desirable to have a mechanism whereby such resources can be negotiated, and, especially in the case of the AP, arbitrated, at by the AP. and the mechanism proposed here can allow resources to be negotiated in a straightforward manner that is easy to implement, and allow for a power saving to be affected dynamically, after association.  
Thus, it is in the best interests of the WLAN architect to have a “switch” and handshaking procedure that can be used to instantiate various features of the 802.11n standard.   We define here a “High Throughput Resource Field,” and associated Action Management Frames to negotiate and remove High Throughput resources. 
3.3.2.5.1.1 High Throughput Resource Field
The format of the High Throughput Resource Field is given in Figure 17
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Figure 17  High Throughput Resource Field
These fields indicate the number of channels that the requestor is specifying for transmission (the Number of Tx Channels field) and reception (the Number of Rx Channels field) on the medium.
Note that if the Number of Tx and Rx Channels is fixed to a number, the transmitting station may use less than that number of resources on a frame-by-frame basis, but it shall never use more than the number negotiated once the frame exchange sequence has been performed, until re-negotiated. 
3.3.2.5.1.2 Management Action frames for Resource Negotiation
The relevant Action Management Frame Types involved would be:

· Add High Throughput (ADDHT) Request Frame, which requests a particular configuration/resource instantiation for 802.11n

· Add High Throughput (ADDHT) Response Frame, which  is the response the AP makes in response to the request frame, which allows the AP to manage medium occupancy time on the channel and resources, and

· Delete High Throughput (DELHT) Request Frame, which allows a STA to request removal of a particular resource or operating mode described above in the High Throughput field. 
These frames would include appropriate identifying fields within the syntax of 802.11 to uniquely identify these frames. 

There is never any more than 1 pending request/response pending at any given time; should a response not be received the request is re-sent after a timeout period. 
3.3.2.5.1.3 High Throughput Request Frame
This frame format is as depicted in Table 13.

Table 13  ADD High Throughput Request frame body
	Order
	Information Element

	1
	Category

	2
	Action

	3
	High Throughput Resource Field


The “Category” field is set to “High throughput”.

The “Action” field is set to ADDHT Request according to the mapping defined in Table 8.   The High Throughput Resource Element in this case would be the High Throughput Resource Field defined above, with the appending of an appropriate element ID, following the syntax of 802.11.
The Delete High Throughput Request Frame is identical to the Add High Throughput Request Frame, but with the Action set to DELHT and without the High Throughput Resource Field present.
3.3.2.5.1.4 High Throughput Response Frame
This frame format is as depicted in Table 14.

Table 14 ADD High Throughput Response frame body
	Order
	Information Element

	1
	Category

	2 
	Action

	3
	Status Code

	4
	Resource Delay

	5
	High Throughput Resource Field


The “Category” field is set to “High throughput”.

The Action field is set to ADDHT Response. The Status Code field would use existing, or new status codes to indicate the following actions:

· Request Accepted.

· Request Denied.

· The High Throughput Channel parameters requested cannot be granted.  However, a suggested HT channel request is provided so that the initiating STA may attempt to re-negotiate.

· Request Denied, however, the request may be granted in response to a new request, after time indicated in the High Throughput Delay element (which follows the same format as the TS Delay Element).

3.3.2.6 Synchronization Capability Element
Synchronization precision of each station may be broadcast to all stations via a field in the “Synchronization Capability Element” that is transmitted in Beacon frames, Association/Reassociation frames, DLP Request and Response frames, and Probe Response frames.  This information may be used to inform other stations of the ability of the station to support synchronization within a communicated precision.  Communication of precision is effected through the legacy Probe/Request and Beacon frames. 
The Synchronization Capability Element is given in Figure 18 Synchronization Capability Element.
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Figure 18 Synchronization Capability Element
The format of this element is a non-negative integer representation whose value, if given by the 2 octet quantity SynchPrecision, communicates that the achievable synchronization is 4s X 2-SynchPrecision.  When the value of Synch Precision is 0, TLS field are not attached to the aggregated frames transmitted by the 802.11n station. 
3.3.3 MAC sublayer functional description
This section describes the new technologies added to the 802.11n MAC: Data transfer with aggregated frame, Random Backoff Rule with aggregated frame, and link level clock synchronization.

3.3.3.1 Frame Aggregation
    A station constructs an aggregated frame of several MSDUs organized as MSDU segments. Each MSDU that is to be integrated into the aggregation frame is assigned a sequence number. The MSDU may be appended with the security header and trailer. The resulting block of data is appended with Address A, Address B, and sequence control fields in front. Address B is appended only if the frame is sent from the DS to the DS. The FCS for that resulting block (including the addresses and a sequence number) is then computed and appended at the end of the block to generate the MSDU segment. The process is repeated for all MSDUs that are to be sent within the aggregated frame. In constructing an aggregated frame, all MSDU segments shall be inserted into the aggregated frame in increasing order according to their sequence numbers.  
The MSDU that is put at the head of the aggregated frame body is called “the first MSDU”. The first MSDU shall have the oldest MSDU sequence number among the unacknowledged MSDUs, which is the Starting Sequence Number of the transmission window and denoted by SSNtx.

The sender station shall not aggregate any MSDU that has newer MSDU sequence number than SSNtx+BS-1 (modulo 212), where BS denotes the receiver’s buffer size that is defined by the ADDAF response frame.  The BS is equal to both the transmission and reception window size.  In other words, the transmitter shall not send MSDUs with a given TID outside the transmission window. 

A STA receiving an aggregated frame decodes first the MAC Header, which uses the same CRC code as per legacy 802.11. If the Header FCS is consistent with the MAC Header contents, then the MAC has the Aggregation Information field necessary to decode all MSDUs in the Aggregated Frame Body. Error occurrence for each MSDU can be checked per individual MSDU, since it has its own FCS.If the receiver station of the aggregated frame successfully receives the first MSDU (whose sequence number is RSNrx), it updates the SSNrx value into RSNrx+1 (modulo 212), that is the Starting Sequence Number of the reception window, and indicates all MSDUs whose sequence numbers are under the updated SSNrx to the MAC-SAP.  When the receiver receives an MSDU whose sequence number is equal to SSNrx, it shall also update SSNrx into the next negative acknowledged sequence number and indicate MSDUs with sequence numbers up to SSNrx-1 to the MAC-SAP.

The receiver records the FCS check results to generate AggAck for all received MSDUs and it accommodates MSDUs into the receiver buffer only if their sequence numbers are from SSNrx to SSNrx+BS-1 (modulo 212). In other words, MSDUs whose sequence numbers are outside the reception window shall be discarded.
The destination STA of the aggregated frame shall reply to the reception condition by sending an AggAck frame with the AggAck flag set to 1, and by including the AggaAck Bitmap. Each bit in the AggAck Bitmap corresponds to the receiving status of each MSDU in the received aggregated frame as in Figure 19.
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Figure 19  Aggregated frame and AggAck
After sending an aggregated frame, the sending STA expects to receive the AggAck frame. If the FCS of AggAck frame indicates error, the sending STA may (i)retransmit the entire aggregated frame, (ii)aggregate only part of the transmitted MSDUs into another aggregated frame, or (iii)request the AggAck frame again by sending the AggAckReq frame, if the receiver has the capability to receive AggAckReq frame.

Figure 20 shows an example of the use of AggAckReq frame after receiving an AggAck with error. The STA receiving the AggAckReq frame checks the receiving status of each MSDU included in the aggregated frame identified by the aggregated frame sequence control field of the AggAckReq frame. If the receiver is able to generate the AggAck Bitmap, then AggAck flag is set to 1 and the AggAck Bitmap is included in the AggAck frame. However, if the receiver can not generate the AggAck Bitmap, then the AggAck flag is set to 0, and the AggAck Bitmap is not included in the AggAck frame.
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Figure 20  An example of the use of AggAckReq frame
The transmitter shall maintain a list of retry counters for each MSDU that is aggregated in an Aggregation frame.  When an MSDU’s lifetime limit has been exceeded, no further attempts shall be made to retry transmitting the MSDU contained in an Aggregated frame or otherwise.  In the case of when the AggAck frame, following a transmitted AggAckReq frame is not received by the transmitter, the transmitter shall either retransmit the AggAckReq frame, or retransmit the frame containing the aggregated MSDUs, less any MSDUs whose lifetime limit has been exceeded and may also include additional MSDUs that have not yet been sent, if there are any, subject to the constraints imposed by the receiver’s buffer.  The sender station shall update the sequence number in Aggregate frame sequence control field every time it transmits an aggregated frame. These sequence numbers for the aggregated frame as a whole are there to ensure there is no ambiguity as to which aggregated frame is being acknowledged as having been delivered.  On the other hand, the sequence numbers per individual MSDU are present to aid in duplicate received frame detection The lifetime limit for each MSDU is as defined in 802.11e. After that sequence, the frame exchange sequence depicted by Figure 20 is repeated: An AggAck is transmitted, and if received by the transmitter, then any MSDUs not received are retransmitted, less those that have exceeded their lifetime limit and may also include additional MSDUs that have not yet been sent, if there are any, subject to the constraints imposed by the receiver’s buffer.  
As a generalization of this strategy, the AggAckReq frame may be repeated a plurality of times and then, if there is no AggAck received, the Aggregated frame is sent, less any MSDUs whose lifetime limit has been exceed. 
The receiver shall use the MSDUs’ sequence numbers, to present the MSDUs to higher layers in the sequence corresponding to their sequence numbers.
No STA shall transmit at a rate that is not supported by the receiver STA, as reported in the Supported Rates and Extended Supported Rates element in the management frames.  For Aggregation Frames, and AggAckReq Frames, the rate chosen to transmit the frame must be supported by both the addressed recipient STA and the STA to which the ACK is intended. Regarding the rate to transmit the AggAck frame, it shall be chosen with conforming the same rule as Normal ACK frame.

3.3.3.2 Random Backoff

Figure 21 shows the flow chart of Random Backoff for both Transmitter and Receiver sides.

[image: image21.wmf]Transmitter Side

Start

(Frame

Transmission)

AggAck

frame

Reception?

Reset Contention

Window

(CW=CWmin)

CW=CWmax?

Expand Contention

Window size

(CW=2x[CW+1]

-

1)

End

Yes

No

Yes

No

Receiver Side

Rx address

Check? 

Transmit 

AggAck

frame

End

Yes

No

Yes

No

Start

(Frame Reception)

AggAckReq?

HT

-

indication bit=1?

Successfully

received

MAC Header?

Yes

No

Yes

No

Transmitter Side

Start

(Frame

Transmission)

AggAck

frame

Reception?

Reset Contention

Window

(CW=CWmin)

CW=CWmax?

Expand Contention

Window size

(CW=2x[CW+1]

-

1)

End

Yes

No

Yes

No

Receiver Side

Rx address

Check? 

Transmit 

AggAck

frame

End

Yes

No

Yes

No

Start

(Frame Reception)

AggAckReq?

HT

-

indication bit=1?

Successfully

received

MAC Header?

Yes

No

Yes

No


Figure 21  Random Backoff Rule

The flow chart on the transmitter side is the same as used in 802.11.

When a receiver receives an aggregated data frame, it shall reply to the transmitter by sending AggAck frame if the Header FCS indicates no error and the aggregated data frame is destined to itself, even if all MSDU in the aggregated frame are received with errors. This condition allows the transmitter to learn that a contention has not occurred.

3.3.3.3 High Throughput Resource Negotiation Frame Exchange Sequences
The Frame exchange sequences depicted below allow for the establishment of a set of High Throughput Resources, as well as their modification and disestablishment. 
3.3.3.3.1 AddHT

This frame exchange sequence is depicted in Figure 22.

[image: image22.emf]STA SME

MAC

Peer MAC Peer SME

MLMEADDHT.

request

ADDHT timer

ADDHT Request

MLMEADDHT.

indication

MLMEADDHT.

response

ADDHT Response

MLME

ADDHT.confirm


Figure 22  Add HT Request Frame Exchange Sequence
The STA’s Station Management Entity, as the requestor, is the entity that initiates an MLMEADDHT.request primitive, containing the information regarding the STA, and the requested receive and transmit resources, which triggers an ADDHT Request message sent from the STA’s MAC to the Peer’s MAC which in turn triggers an MLMEADDHT.indication primitive from the Peer’s MAC to the Peer’s Station Management Entity (SME), which in turn triggers an MLMEADDHT.response primitive.  That primitive contains the information regarding the decision regarding admission of the transmission of receive/transmission for the number of channels, if admitted, and possible alternate resource allocations, etc.  The MLMEADDHT.response primitive in turn is sent as an ADDHTResponse frame to the requesting station. 

The Peer will generally base its decisions to use High Throughput resources on a number of criteria, including, but not limited to: the number of stations associated on the network (if the Peer is an AP), the overall time usage that any one particular station may be using compared to its throughput (higher throughput stations would be readily granted MIMO resources), whether or not power save modes of 802.11 are used, and so forth.

To remove High Throughput resources, a frame exchange sequence patterned after the deletion of traffic streams (described in section 11.4.7 of reference [2] may be used.  
3.3.3.3.2 HT Resource Deletion Frame Exchange Sequence
This frame exchange sequence is depicted in Figure 23.
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Figure 23  HT Resource Deletion Frame Exchange Sequence
As in the deletion of traffic streams, no response is necessary, because no decision is needed from the AP to remove resources. 

It should be noted that these sequences may be used for AP to AP communication, by replacing  “non-AP” with “AP” in the above signal flow diagrams. 

3.3.3.4 Link Level Clock Synchronization
The optional Link Level Clock Synchronization function provides a means to synchronize the clocks in different stations. CE applications are envisioned as an important target application for 802.11n; however these applications require tight synchronization [3,4]. These delay requirements are typically of the order of tens of nanoseconds.   As throughput is higher than previous MACs, and as technology has evolved, it follows that more accurate clocks can be achieved with 802.11n.  

Although IEEE 802.11 MAC has already defined a mechanism to synchronize all stations within BSS by using TSF timer, the tight synchronization required by CE applications is not achieved by this mechanism. The new optional mechanism enables link level synchronization – a data receiving station can be synchronized to the data transmitting station with higher precision – by the transmitting station including its clock value into all frames it transmit to the receiver station.

The main components of this mechanism are signaling to provide announcements of timing synchronization capability and the distribution of timestamps and to facilitate accurate timing synchronization. Without such synchronization capability, higher “presentation” delay might be encountered due to attempts to synchronize from higher layers alone. 

The clock value is included in the TLS field in the MAC header. The receiving station will use the received clock value to synchronize its own clock. The mechanisms by which this synchronization may be achieved are beyond the scope of the standard. 

3.3.3.4.1 Description of the Synchronization Signalling
At the time the frame is to be transmitted by the PHY, the value of the locally-run clock will be acquired, the processing time added and then put into the TLS filed of the transmitted frame. 

Upon receipt of this frame, the station that received the frame will decode the frame, retrieve the time stamp, add the processing time and then feed it to the clock circuitry. It should be noted that the transmission delay does not affect this value as the scheme is used in a small area where the range is of the order of 10 meters. An electromagnetic wave takes about 35 ns to travel 10 meters and is well below the resolution that the clock provides.
The Synchronization Capability may be used to determine the degree to which synchronization may be maintained between STAs, and whether or not to accept or reject streams based on the STA’s synchronization precision.

A STA may determine if Link Level Clock Synchronization is supported through the use of a Probe Request, or if the STA in question is an AP, by examining the Beacon.  If the value of SynchPrecision is zero, then Link Level Clock Synchronization is not supported; if it is any other value than zero, Link Level Clock Synchronization is supported with the available precision 4sX2-SynchPrecision.
Several simulation results for clock synchronization are shown in document 11-04-0775-00-000n-synchronizationrequirements-and-solutions-802-11n.ppt.

3.3.4 Notes on Layer Management

This section presents a brief overview of editing instructions that would be made to Clause 10 (Layer management) and Clause 11 (MAC sublayer management entity) to support the MAC functionality proposed herein. These changes involve very straightforward extensions to what is already present in the base standard and 802.11e Draft 9.0, and, as they do not deal with exposed interfaces, do not affect the air interface nor affect other requirements of the PAR. This section is provided to illustrate that this proposal can be very easily adapted to the base standard. 
Clauses 10.1 and 10.2 would remain as they are today.

3.3.4.1 Changes to the MLME SAP Interface (10.3):

In Clause 10.3, on the MLME SAP Interface, the following changes would be made:

· In subclause 10.3.2.2.2, in the BSSDescription, fields for High Throughput Resource Set and Synchronization Capability would be added.

· Synchronization Capability would be added to the Associate, Re-Associate, and MLME-Start primitives.

· The High Throughput Resource Set would be added to the MLME-Start primitives

· Primitives modelling section 10.3.11 would be added for High Throughput Resource Management.

· Subclause 10.3.13 would be re-written to accommodate Link Level Clock Synchronization.
· A subclause mirroring the semantics and primitives of Section 10.3.14 would be added for frame aggregation.

3.3.4.2 Changes to Clause 11 to Support Synchronization

Clauses 11.1 will be re-written, based on material in this proposal, to mandate that when the optional Synchronization Capability is supported, that STAs will update their clocks based on received TLS fields sent to that station. 

3.3.4.3 Changes to Clause 11 to Support Frame Aggregation

A subclause mirroring the logic of subclause 11.5 will be added to describe the MAC sublayer management to support frame aggregation. 

3.4 PHY layer specification

3.4.1 PLCP frame format
IEEE802.11n PLCP frame format for various numbers of Tx chains are described in Figure 24.  As shown in these figure, IEEE802.11n PLCP basic frames comprise the legacy PLCP header part including legacy PLCP preamble and the legacy SIGNAL field.  The EXTENDED SIGNAL and MIMO preamble, that are newly introduced, are encapsulated after the legacy PLCP header part.  Legacy devices can recognize the IEEE802.11n signal to be a signal based on IEEE802.11 standard by receiving the legacy PLCP header part.  Detailed description for backward compatibility is explained in section 3.4.3.  

In our proposal, 4 frame formats for transmission modes (a)-(d) in Figure 24 are defined and each IEEE802.11n device can recognize the reception mode by referring to the EXTENDED SIGNAL field.  It is noted that this proposal contains the frame format for SISO mode in order to improve MAC efficiency without MIMO mode.
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(a) SISO mode
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(b) 2Tx MIMO mode
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(c) 3Tx MIMO mode
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(d) 4Tx MIMO mode

Figure 24  IEEE802.11n PLCP basic frame formats

3.4.2 802.11n PSDU format

Figure 25 shows the IEEE802.11n PSDU format.  There is no modification from the legacy specification.  This PSDU is accommodated into the PSDU part as shown in Figure 24.
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Figure 25  IEEE802.11n PSDU frame formats
3.4.3 How to keep backward compatibility
In order to keep backward compatibility with legacy devices, some rules are introduced for the legacy SIGNAL.  When a legacy device detects a signal based on IEEE802.11, it decodes the rate and the length field.  The physical duration of the frame can be calculated by “LENGTH/RATE” and it receives the signal during the duration.  

A legacy 802.11a device cannot demodulate 802.11n based signals (neither the  MIMO nor SISO signal), however, it is possible for legacy devices to recognize the physical duration of IEEE802.11n packet by setting both the rate and the length in the legacy SIGNAL reasonable values instead of actual rate and length values as a “FAKE” approach.  

Figure 26 shows an example of how to use legacy SIGNAL in IEEE802.11n standard.  When the physical duration from EXTENDED SIGNAL to the end of the frame is 100us as shown in this figure, it is equal to the duration for the case in which the length and the rate are 150 Bytes (1200 bits) and QPSK R=1/2 (12Mbps) respectively.  Therefore, if the length and the rate in the legacy SIGNAL are set to be the values, legacy devices can work reasonably.  

Here, the EXTENDED SIGNAL is sent with QPSK R=1/2.  Because the IEEE802.11n receiver shall be able to demodulate the EXTENDED SIGNAL with the PHY mode, the Rate field in the legacy SIGNAL shall be 12Mbps (QPSK R=1/2) in our proposal.  This rule brings a constraint that the maximum physical duration of PSDU shall be less than or equal to 2.732ms.  Following are other reasons why this rule is useful;

(1) Too long occupation for packet transmission degrades transmission delay performance, especially it is critical issue for QoS data flow.  In order to guarantee QoS, too long packet transmission should be avoided,  

(2) Even in the case of non-QoS data flow, large delay may cause TCP window stall,  

(3) In Japanese regulatory, packet transmission exceed 4ms is prohibited,

(4) Though MAC efficiency can be improved by frame aggregation, its effect seems to be saturated around this range.  

MAC layer is responsible for the management function of the maximum length of PSDUs.  

In addition, ACK signal is transmitted with SISO mode even in the case of MIMO data transmission.  When a legacy device receives IEEE802.11n signal, it sets EIFS instead of DIFS because it most likely detects FCS error.  The EIFS may be longer than total period including SIFS, duration of ACK and DIFS, however, EIFS can be cleared by receiving the ACK signal that is transmitted with the mandatory PHY mode on IEEE802.11a standard. 
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Figure 26  How to keep backward compatibility

3.4.4 Modified legacy signal format
The legacy SIGNAL in the legacy PLCP header part is slightly modified as shown in Figure 27.  The original SIGNAL contains reserve bit field (B4).  When an IEEE802.11n device transmits IEEE802.11n based signal whose basic frame format is defined in Figure 24, it sets the high throughput indication field to be “1”.  By referring this field, IEEE802.11n devices can distinguish whether received signal is based on IEEE802.11n or legacy 802.11a.  Deployed legacy implementations of 802.11a ignore this bit even though the 802.11a standard does not strictly mandate a behavior for PHY receivers that receive set bits in reserved fields.  Table 15 shows the definition of the high-throughput indication field.
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Figure 27  Legacy SIGNAL format in IEEE802.11n frame

Table 15  Definition of the high-throughput indication field

	High-throughput Indication
	Meaning

	0
	Legacy IEEE802.11a packet

	1
	IEEE802.11n packet


3.4.5 Extended signal format
When an IEEE802.11n device detects the high-throughput indication set to be “1”, it recognizes that the EXTENDED SIGNAL field follows the legacy SIGNAL field.  The EXTENDED SIGNAL is transmitted with fixed rate of QPSK R=1/2 of SISO mode.  In the EXTENDED SIGNAL, the number of Tx chains, Rate per data stream, pilot preamble interval, actual length of MAC frame, reserved and parity bit are accommodated as shown in Figure 28.  The coding rule definition for the EXTENDED SIGNAL is summarized in Table 16.  

In rate field, 64QAM R=7/8 (“0010”) is newly added.  The pilot preamble interval is described with unit of 8 OFDM symbols.  When it is set to “000000”, it indicates that no pilot MIMO preamble is inserted.  “010000” shows that the interval is 128 OFDM symbols for example. 
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Figure 28  EXTENDED SIGNAL format
Table 16  Coding rule definition for EXTENDED SIGNAL

	Item
	Value
	Meaning

	Number of Tx chains

(B0-B1)
	00
	1 Tx chain (SISO)

	
	01
	2 Tx chains (MIMO)

	
	10
	3 Tx chains (MIMO)

	
	11
	4 Tx chains (MIMO)

	Rate

(B2-B5)
	1101
	BPSK R=1/2 (6Mbps)

	
	1111
	BPSK R=3/4 (9Mbps)

	
	0101
	QPSK R=1/2 (12Mbps)

	
	0111
	QPSK R=3/4 (18Mbps)

	
	1001
	16QAM R=1/2 (24Mbps)

	
	1011
	16QAM R=3/4 (36Mbps)

	
	0001
	64QAM R=2/3 (48Mbps)

	
	0011
	64QAM R=3/4 (54Mbps)

	
	0010
	64QAM R=7/8 (63Mbps)

	Reserved

(B6)
	0
	Tx side: Set to be “0”
Rx side: Don’t care

	Pilot preamble interval

(B7-B12)
	000000
	No pilot preamble is inserted

	
	000001

-111111
	Insert pilot preamble with interval of the indicated value x 8OFDM symbols

	Length

(B13-B29)
	0(DEC)-

131,071(DEC)

Unsigned Integer
	PSDU length

	Reserved

(B30-B40)
	00…00
	Tx side: Set to be all “0”
Rx side: Don’t care

	Parity

(B41)
	0 or 1
	Used for parity check of B0-B40

	Tail

(B42-B47)
	000000

(FIXED)
	Tail bits are inserted


3.4.6 MIMO preamble
3.4.6.1 Background of MIMO preamble

Scattered-type and STC-type (Space Time Coding) preambles are widely known as typical MIMO preamble patterns.  Their patterns for 4x4 MIMO case are described in Figure 29.
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Figure 29  Existing typical MIMO preamble patterns
With the Scattered-type preamble, the preamble signal is transmitted from only one antenna at a certain symbol timing, and the selected antenna is changed symbol-by-symbol.  Other antennas transmit null signals.  The Scattered-type preamble is the simplest solution because the MIMO channel can be directly estimated without interference cancellation process between antennas.  It should be noted that the same scattered patterns are used for all subcarriers.

With an STC-type preamble, preamble signals are transmitted from all antennas.  The set of transmitted signals at each timing is changed and they are all orthogonal patterns each other.  Therefore, the inner product between vectors vi=(C1i, C2i, C3i, C4i), that shows the set of transmitted signal from each antenna at timing of i, and vj is zero for different timing i and j.  Here, all elements, Cmn, have the same amplitude that is equal to |C|.  STC-type preamble achieves better SNR performance for MIMO channel estimation than Scattered-type preamble, because preamble signals are transmitted from all antennas at every timing and as the result the total power for MIMO preamble part can be much larger than Scattered-type’s one.  

The STC-type preamble, however, requires a function of matrix calculation for the MIMO channel estimation.  In case of 4x4 MIMO system, for example, a multiplication of 4x4 complex matrixes is required as shown in equation (1),  
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  …(1),
where himn is the propagation coefficient from transmission antenna #n to reception antenna #m on subcarrier number #i, Cimn is the transmitted preamble signal from transmission antenna #n at timing #m on subcarrier number #i,. and rimn is the received preamble signal on reception antenna #n at timing #m on subcarrier number #i.  The circuit scale required for this calculation is not negligible.    

The proposed MIMO preamble can offer both less impact for MIMO channel estimation and good SNR performance. 

3.4.6.2 Feature of the modified Scattered-type MIMO preamble
In our proposal, the Scattered pattern for each subcarrier is replaced subcarrier- by-subcarrier for averaging total transmission power from each antenna.  Figure 30 shows the scattered patterns for 2 Tx chains case.  In this figure, for example, scattered pattern 1 is used for odd subcarrier numbers and pattern 2 is used for even ones.  In addition, because the number of signal transmitting subcarriers is 1/2 of the total number of subcarriers, the amplitude of a certain subcarrier on which non-null preamble signal is transmitted can be [image: image34.wmf]2

2

 times amplitude of that of STC-type preamble with maintaining the total transmission power during the preamble signal.  In N Tx chains case, [image: image35.wmf]N

N

 times of amplitude is applied. Therefore, the proposed MIMO preamble improves the signal-to-noise ratio (SNR) of the channel estimation for MIMO data signals.  In addition, the proposed MIMO preamble does not change total transmission power, with N Tx chains case. On the other hand, a original Scattered-type pattern requires N times total transmission power per an antenna in order to show the same SNR for the channel estimation.  This large power of the original Scattered-type preamble distorts the wave form through the non-linear power amplifier, when the same total power is assumed.  As the result, the original Scattered-type preamble degrades the accuracy of the MIMO channel estimation.  Thus, the original Scattered-type pattern must decrease the transmission power to avoid the wave distortion in non-linear amplifier. 

Moreover, the proposed scattered-type preamble shows the superior performance of Peak to Average Power Ratio (PAPR).  This low PAPR wave indicates the better channel estimation performance, because this low PAPR performance can avoid the distortion of the transmission non-linear power amplifier.  This is key feature of the proposed scattered-type preamble signals, because the demodulation of MIMO data requires the high accuracy for the channel estimation.  In our proposal, we derive the proposed MIMO preamble: the sets of coefficients for each scattered pattern, that is +1 or -1, are selected among all available patterns according to PAPR optimising performance.

Thus, the proposed MIMO preamble can show the superior SNR performance on channel estimation for MIMO data signal and the improved PAPR performance with a simple implementation.
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Figure 30  Scattered patterns for 2 Tx chains case
3.4.6.3 MIMO preamble for 2 Tx chains case

As described in previous section, two scattered patterns are applied in 2 Tx chains case as shown in Figure 30.  The practical scattered pattern allocation is shown in Figure 31.  In this figure, blue arrows and pink arrows indicate Pattern 1 (P1) and Pattern 2 (P2), respectively.

[image: image37.wmf]P1: 

-

26      

-

22     

-

18      

-

14     

-

10      

-

6        

-

2         +3       +7      +11    +15    +19     +23

P2:    

-

25      

-

21     

-

17     

-

13       

-

9       

-

5        

-

1         +4       +8     +12    +16     +20    +24

D

C

-

24    

-

20   

-

16   

-

12    

-

8      

-

4       

+1      +5   

+9  

+13   

+17  

+21  

+25

-

23   

-

19    

-

15   

-

11      

-

7   

-

3        

+2    

+6   

+10  

+14   

+18 

+22   

+

26

P1: 

-

26      

-

22     

-

18      

-

14     

-

10      

-

6        

-

2         +3       +7      +11    +15    +19     +23

P2:    

-

25      

-

21     

-

17     

-

13       

-

9       

-

5        

-

1         +4       +8     +12    +16     +20    +24

D

C

-

24    

-

20   

-

16   

-

12    

-

8      

-

4       

+1      +5   

+9  

+13   

+17  

+21  

+25

-

23   

-

19    

-

15   

-

11      

-

7   

-

3        

+2    

+6   

+10  

+14   

+18 

+22   

+

26


Figure 31  Scattered pattern allocation for 2 Tx chains case
Here, the sets of coefficients for each scattered pattern are as follows;

Pattern 1={ -1, 0, -1, 0, -1, 0, -1, 0, +1, 0, +1, 0, -1, 0, -1, 0, -1, 0, +1, 0, -1, 0, -1, 0, +1, 0, 0,

              -1, 0, +1, 0, -1, 0, +1, 0, +1, 0, +1, 0, +1, 0, +1, 0, -1, 0, -1, 0, +1, 0, -1, 0, -1, 0 }
Pattern 2={ 0, -1, 0, -1, 0, -1, 0, -1, 0, +1, 0, +1, 0, -1, 0, -1, 0, -1, 0, +1, 0, -1, 0, -1, 0, +1, 0,

              0, +1, 0, -1, 0, +1, 0, -1, 0, -1, 0, -1, 0, -1, 0, -1, 0, +1, 0, +1, 0, -1, 0, +1, 0, +1 }
3.4.6.4 MIMO preamble for 3 Tx chains case

In 3 Tx chains case, three scattered patterns are applied as shown in Figure 32.  The practical scattered pattern allocation is shown in Figure 33.  In this figure, blue, pink and green arrows indicate Pattern 1 (P1), Pattern 2 (P2) and Pattern3 (P3) respectively.
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Figure 32  Scattered patterns for 3 Tx chains case
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Figure 33  Scattered pattern allocation for 3 Tx chains case
The sets of coefficients for each scattered pattern are as follows;

Pattern 1={-1, 0, 0, -1, 0, 0, +1, 0, 0, +1, 0, 0, -1, 0, 0, +1, 0, 0, -1, 0, 0, +1, 0, 0, -1, 0, 0,

               0, +1, 0, 0, +1, 0, 0, +1, 0, 0, +1, 0, 0, +1, 0, 0, +1, 0, 0, -1, 0, 0, -1, 0, 0, +1 }
Pattern 2={ 0, -1, 0, 0, +1, 0, 0, +1, 0, 0, +1, 0, 0, -1, 0, 0, +1, 0, 0, +1, 0, 0, +1, 0, 0, -1, 0,

                 0, 0, -1, 0, 0, +1, 0, 0, -1, 0, 0, -1, 0, 0, +1, 0, 0, -1, 0, 0, +1, 0, 0, +1, 0, 0 }
Pattern 3={ 0, 0, -1, 0, 0, -1, 0, 0, +1, 0, 0, -1, 0, 0, +1, 0, 0, +1, 0, 0, -1, 0, 0, +1, 0, 0, 0,

                 +1, 0, 0, -1, 0, 0, -1, 0, 0, -1, 0, 0, +1, 0, 0, -1, 0, 0, -1, 0, 0, -1, 0, 0, +1, 0 }
3.4.6.5 MIMO preamble for 4 Tx chains case

In 4 Tx chains case, four scattered patterns are applied as shown in Figure 34.  The practical scattered pattern allocation is shown in Figure 35.  In this figure, blue, pink, green and orange arrows indicate Pattern 1 (P1), Pattern 2 (P2), Pattern3 (P3) and Pattern4 (P4), respectively.
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Figure 34  Scattered patterns for 4 Tx chains case
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Figure 35  Scattered pattern allocation for 4 Tx chains case
The sets of coefficients for each scattered pattern are as follows;

Pattern 1={ -1, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, +1, 0, 0, 0, +1, 0, 0, 0, +1, 0, 0, 0, -1, 0, 0,

                 0, 0, -1, 0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0 }
Pattern 2={ 0, +1, 0, 0, 0, +1, 0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, +1, 0,

               0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0, +1, 0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0, +1, 0, 0 }
Pattern 3={ 0, 0, -1, 0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0, 0,

               -1, 0, 0, 0, +1, 0, 0, 0, +1, 0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, -1, 0 }
Pattern 4={ 0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0, +1, 0, 0, 0, +1, 0, 0, 0, -1, 0, 0, 0, +1, 0, 0, 0,

               0 +1, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, +1, 0, 0, 0, +1, 0, 0, 0, +1 }
3.4.6.6 PAPR performance

Table 17 shows the PAPR performance evaluation result and it clarifies that the proposed preamble has a good PAPR performance.  In this evaluation, the ratio of amplitude for each valid subcarrier is assumed below;
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Table 17  Evaluated PAPR performance
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This result shows the proposed MIMO preamble achieves good PAPR performance.

3.4.7 Pilot preamble insertion

In our proposal, MAC frame size is extended with Ethernet frame aggregation and it results in long burst transmission on PHY layer.  Because the channel varies over time, the accuracy of channel estimation will degrade over a long burst.  As a result, PER performance degrades when many Ethernet frames are aggregated in a burst.  In order to compensate for this effect, the pilot preamble is inserted to re-estimate the channel within a burst as shown in Figure 36.  In the case of MIMO transmission, the pilot preamble is identical to MIMO preamble. In the case of single antenna transmission, the pilot preamble is identical to legacy IEEE802.11a long preamble.  In addition, the interval can be flexibly changed at transmitter side and the interval is informed to the receiver side with the pilot preamble interval field in the EXTENDED SIGNAL.  No pilot preamble insertion is also selectable by setting the pilot preamble interval to be “00000”. 
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Figure 36  Pilot preamble insertion(example of MIMO transmission case)
3.4.8 Transmission Power Adjustment
To keep the transmission power constant during a burst, the transmission power adjustment function is introduced.  Because IEEE802.11n devices have multiple transmitters, it is possible to transmit SISO signal with all of the transmitters.  The transmitted signals from different Tx antennas are multiplexed over the channel and it forms a directive beam.  This formed beam fluctuates its reception performance with direction.  If the direction of the beam is not controlled by the transmitter, it makes reception performance unstable.  In addition, it may create some hidden nodes that degrade the performance of the CSMA mechanism.  Therefore, SISO signal shall be transmitted from single antenna.  

On the other hand, a MIMO signal is transmitted from multiple antennas.  If there is no gap of transmission power per antenna between SISO and MIMO parts at Tx#1, total power of MIMO part becomes N times of that of SISO part.  For example, let us consider the case where a station receives the legacy preamble, that is transmitted with SISO mode, with reception power of 83dBm.  This value means no detection of carrier sensing and the station may start transmitting signal.  However, the total reception power changes in the MIMO part up to 77dBm when N=4.  If the station starts signal transmission, it results in contention between the signals.

To solve this problem, the transmission power per antenna in the MIMO part shall be suppressed to 1/N times of that in SISO part while the SISO signal is transmitted with available full power as shown in Figure 37.    
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Figure 37  Transmission power adaptation
3.4.9 Multiplexed Pilot-subcarrier Transmission in Data Symbols

There is two alternatives for pilot subcarrier signal transmission.  One is transmitting them from single antenna and the other is transmitting them from all antennas.  We select the latter because it is scalable extension from legacy IEEE802.11a specifications.  Therefore, the known pilot subcarrier signal based on 802.11a is transmitted from each antenna on the pilot subcarriers as shown in Figure 38.  
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Figure 38  Pilot subcarrier signal transmission
3.4.10 Punctured Coding (R=7/8)
The DATA field, composed of SERVICE, PSDU, tail and pad parts, shall be coded with a convolutional encoder of coding rate of R=1/2, 2,3, 3/4 or 7/8.  The coding rate of R=1,2 2/3 and 3/4 are identical to those specified in IEEE802.11a.  The coding rate of R=7/8 is newly added.  The difference between conventional IEEE802.11a rate sets and the coding rate of R=7/8 is the punctured pattern only.  The puncturing pattern for the coding rate of R=7/8 is shown in Figure 39.
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Figure 39  Punctured Coding (R=7/8)
3.4.11 Encoder / Decoder and Interleaver / Deinterleaver
In order to reduce the impact of modification from IEEE802.11a to IEEE802.11n standard, most of all basic specification on PHY layer of our proposal applies that of legacy IEEE802.11a standard.  

For example, there is no difference of configuration between legacy IEEE802.11a transmitter and individual IEEE802.11n transmitter, that are all constructed by convolutional encoder, interleaver, OFDM modem, RF part and antenna.  At the receiver side, though MIMO signal multiplexed on the air should be separated to stream-by-stream at MIMO OFDM demodulation part, the deinterleavers and convolutional code decoders are identical to legacy configuration as shown in Figure 40.  This means that both interleaving and Viterbi decoding are executed stream-by-stream basis even in MIMO communication.  This also means that the number of sets of encoder and decoder required for N Tx chain MIMO system is N, and it may cause enlarging circuit scale.  However, our solution is quite scalable and it does not require high-speed clock rate operation because operation for individual stream is nearly identical to legacy’s one.
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Figure 40  Encoder/decoder and Interleaver/Deinterleaver
4 Simulation methodology
This section discloses our simulation methodology to evaluate the system level performance for our proposal.

4.1 Outline of simulation methodology
In order to evaluate the system level performance, we introduce the following simulation methodology.  It is mainly based on “Unified Black Box PHY Abstraction Methodology” (IEEE 802.11-04/0218r3)[*].  According to “Usage Model” document [*], some simulation scenarios contain QoS data streams whose required packet loss rate (PLR) is 10-7.  To verify the PLR, more than 108 samples per QoS data stream are required.  

On the other hand, in [*], MAC/System simulation contains three parts; (1) time varying MIMO channel generation, (2) its PER estimation with “Look-Up-Table” and (3) MAC/System simulation with the estimated PER.  Here, (1) and (2) are generally calculated with MATLAB program and (3) is executed with other simulation tools such as OPNET.  In other words, this approach requires co-simulation with MATLAB and other tool.  However, it takes quite long time to execute such co-simulation comparing to single tool simulation such as OPNET only. Therefore we divided the simulation into two parts, (1)+(2) and (3).  

With the aim of this high-speed simulation, we classified the total simulation into following three steps; PHY simulation, Pre-MAC simulation and MAC/System simulation.  

4.2 PHY simulation
As discussed in “Unified Black Box PHY Abstraction Methodology”, PER performance strongly correlates with Channel Capacity (CC).  The table that shows relationship between CC and PER is referred to as the "Look-Up Table” (LUT), hereafter.  In this step, LUTs for all PHY modes are obtained.  

On this PHY layer simulation, the channel model and PHY mode are fixed and the LUT for each PHY mode is obtained individually.  With generating time varying MIMO channel, test packets with fixed length are transmitted and checked whether it is successfully transmitted or not as sown in Figure 41.  At the same time, its CC value is also calculated.  The data which comprise the CC value and the transmission result is recorded in a file.  By simulating with various distances and analysing them, the relationship for wide range of CCs can be obtained.  

Each LUT gives information for a certain length with a certain PHY mode.  The PER performance not for the fixed length is approximately calculated from the LUT in MAC/System simulation.  
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Figure 41  PHY simulation
4.3 Pre-MAC simulation
By using the TGn channel model, a time varying MIMO channel for a certain distance can be generated.  After generating a MIMO channel, the pre-MAC simulation calculates its CC value.  The instantaneous PER for a certain PHY mode is estimated by referring LUT for the calculated CC value.  In this step, the most efficient PHY mode with which the target PER can be satisfied is selected.  Finally, time varying PER data for a certain link is recorded in a PER[t] data file as shown in Figure 42.  When there are some links in a certain simulation scenario, PER[t] data files for the all links are simulated individually before MAC/System simulation.  Note that we assume that MIMO channel matrices for up-link and down-link fluctuate identically. 

[image: image52.wmf]Look Up Table

PER[t] Data

File

for a Certain Link

Channel 

Model

Channel

Recommended PHY mode

and its PER 

CC

Distance

Model #

Capacity 

Calc.

Required

PER

Look Up Table

Look Up Table

PER[t] Data

File

for a Certain Link

PER[t] Data

File

for a Certain Link

Channel 

Model

Channel 

Model

Channel

Recommended PHY mode

and its PER 

CC

Distance

Model #

Capacity 

Calc.

Capacity 

Calc.

Required

PER


Figure 42  Pre-MAC simulation
4.4 MAC/System simulation
MAC/System simulation is executed according to a certain simulation scenario.  In system level simulation, an AP and some stations share a channel with CSMA mechanism.  When a MAC simulator generates a data packet on a certain link, it refers the instantaneous PER at the time from the PER[t] data file related for the link as shown in Figure 43.  Packet error is simulated with the instantaneous PER value.  

Here, because many data sources containing different applications generate various packets with various length as well as various bit rates, instantaneous PER value for the specified packet length is necessary for the simulation.  When the length of transmitting packet does not match the fixed length on the PHY simulation, the simulator approximately converts the PER value.  In this approximation, we simply assume that BER is constant within a packet.
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Figure 43  MAC/System simulation
4.5 Simulation parameters

    The most critical part of the entire simulation is the time required for the PHY simulator to generate the PER[t] data files.

    If we considered every possible items in a real environment such as contentions and hidden stations, we had to generate PER[t] data files for all possible combinations of flows for all stations for both up- and down-links, for the total simulation time required to satisfy the most critical PLR, making unrealistic the time to generate such amount of data.

    Therefore, we established some criterias in order to make the simulation realistic.

    The conditions are:

· The longest distance between stations is 70m for SS6. If the transmitting power is 14dBm, the station at 70m receives -78dBm for Channel model E. Supposing that the receiver must detect at least -82 dBm, we considered that there is no hidden stations.

· For our simulation, AggAck are all in 24Mbps SISO mode, making the PER of AggAck very small even for the longest distance station (70m). Therefore, we considered AggAck as error free.

· AIFS or EIFS should be used for EDCA backoff depending on the CRC error of the frame. In our simulation, since every station can sense signals from all station as described above, when a contention occurs, the contention starts at short preamble, resulting in PLCP header error, making impossible the demodulation of MAC frame, i.e, the checking of CRC. In addition, we considered that AggAcks are error free for all stations in the network. Therefore, the only case to use EIFS for EDCA backoff is when there’s no AggAck, that is, when there’s CRC error in the MAC header part of the aggregated frame. Considering that the maximum PER in the generated PER[t] data file is 10% for a frame of 1500 octets, the error probability in the MAC header is less than 0.4%. As a result, we considered AIFS for all backoff.

· With the conditions above, the number of PER[t] data files is the number of flows described in each SS. However, even so, the amount of PER[t] data is still high. Therefore, we decided to use the same PER[t] file for both up- and down-links as well as to generate the amount of PER[t] for each flow according to the simulation time required to achieve the PLR. During the simulation, each PER[t] was repeated until the end of the simulation.

4.5.1 PER[t] data for each Simulation Scenario

4.5.1.1 PHY and pre-MAC simulation

To execute MAC/System simulation, PER[t] data files for the related links should be obtained.  The simulation parameters to generate the LUT and PER[t] data files are listed in Table 18.

Table 18  Simulation parameters for PHY and pre-MAC simulation
	Items
	Parameter
	Comment

	Number of Tx and Rx antennass
	1x2 (SISO) or 2x2 (MIMO)
	

	Subcarrier modulation
	BPSK, QPSK, 16QAN, 64QAM
	

	Forward error correction
	Convolutional coding and Viterbi decoding
	

	Coding rate
	1/2, 2/3, 3/4, 7/8
	

	Constraint length
	7
	

	Number of subcarriers
	52
	

	Subcarrier frequency spacing
	312.5 kHz
	

	MSDU length
	1500 bytes
	

	MIMO channel model
	IEEE802.11n channel model B and E
	

	Tx and Rx antenna 
	0 dBi omni directional antenna

The antenna separation is 1/2 wavelength
	

	Impairments
	IM1, IM5 and IM6 are considered.
	The definition is described in Comparison Criteria document.

	Signal detection scheme
	Maximum likelihood detection (MLD)
	

	Output power backoff
	11dB for 2x2 MIMO modes / 8dB for SISO modes
	

	
	
	


4.5.1.2 MAC/System simulation
Additional PER[t] simulation parameters for MAC/System simulation are disclosed below.

4.5.1.2.1 Simulation Scenario 1

    PER[t] details for SS1 are given in Table 19.

Table 19  PER[t] for SS1
	Flow
	
	Nominal

Rate

(Mbps)
	MSDU

Size

(byte)
	Frame

Rate

(fps)
	max

PLR
	10/PLR

(*1)
	Required

Sim

Time(*2)
	PER[t]

Data

Size(*3)
	Target

PER

(*4)
	PER[t]

Time step

	AP
	STA1
	19.2
	1500
	1600
	10-7
	108
	17.36h
	60min
	10%
	2ms

	AP
	STA3
	24
	1500
	2000
	10-7
	108
	13.88h
	60min
	10%
	2ms

	AP(*5)
	STA4
	4
	1500
	333
	5*10-7
	2*107
	8h
	60min
	10%
	2ms

	AP
	STA7
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA8
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA9
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA10
	2
	512
	488
	10-4
	105
	3.4min
	1min
	10%
	1ms

	AP
	STA11
	.128
	418
	38
	10-4
	105
	43min
	10min
	1%
	2ms

	STA4
	STA10
	30
	1500
	2500
	No
	
	1min(*6)
	1min
	10%
	1ms

	STA5
	STA6
	.5
	512
	122
	10-2
	103
	8.2s
	1min
	10%
	1ms

	STA11
	STA10
	.5
	50
	1250
	10-4
	105
	80s
	1min
	1%
	1ms


(*1) Required number of MSDUs to achieve required PLR

(*2) Computed as (*1)/FrameRate

(*3) Repeated until the end of simulation

(*4) Selected according to delay bound

(*5) AP to STA4 has 2 flows. This is the most critical, and used for both.

(*6) For TCP. 1 min is 150000 packets.

The longest required simulation time is 17.36 h for AP to STA1.

We decided to use 70000s (19.44 h) for this simulation.

4.5.1.2.2 Simulation Scenario 6
PER[t] details for SS6 are given in Table 20.

Table 20   PER[t] for SS6
	Flow
	
	Nominal

Rate

(Mbps)
	MSDU

Size

(byte)
	Frame

Rate

(fps)
	max

PLR
	10/PLR

(*1)
	Required

Sim

Time(*2)
	PER[t]

Data

Size(*3)
	Target

PER

(*4)
	PER[t]

Time step

	AP
	STA1
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA2
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA3
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA4
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA5
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA6
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA7
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA8
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA9
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA10
	2
	300
	833
	No
	
	1min(*5)
	1min
	10%
	1ms

	AP
	STA11
	2
	512
	488
	10-4
	10-5
	3.4min
	1min
	1%
	1ms

	AP
	STA12
	2
	512
	488
	10-4
	10-5
	3.4min
	1min
	1%
	1ms

	AP
	STA13
	2
	512
	488
	10-4
	10-5
	3.4min
	1min
	1%
	1ms

	AP
	STA14
	2
	512
	488
	10-4
	10-5
	3.4min
	1min
	1%
	1ms

	AP
	STA15
	8
	512
	1953
	10-7
	108
	14.22h
	60 min
	1%
	2ms

	AP
	STA16
	8
	512
	1953
	10-7
	108
	14.22h
	60 min
	1%
	2ms

	AP
	STA17
	8
	512
	1953
	10-7
	108
	14.22h
	60 min
	1%
	2ms

	AP
	STA18
	5
	1500
	416
	5*10-7
	2*107
	3h
	60 min
	10%
	2ms

	AP
	STA19
	5
	1500
	416
	5*10-7
	2*107
	3h
	60 min
	10%
	2ms

	AP
	STA20
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA21
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA22
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA23
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA24
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA25
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA26
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA27
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA28
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA29
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA30
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA31
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA32
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA33
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	AP
	STA34
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA20
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA21
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA22
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA23
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA24
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA25
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA26
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA27
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA28
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA29
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA30
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA31
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA32
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA33
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	STA34
	AP
	.096
	120
	100
	5%
	200
	2s
	1min
	1%
	1ms

	
	
	
	
	
	
	
	
	
	
	


(*1) Required number of MSDUs to achieve required PLR

(*2) Computed as (*1)/FrameRate

(*3) Repeated until the end of simulation

(*4) Selected according to delay bound

(*5) For TCP. 1 min is 50000 packets.

The longest required simulation time is 14.22 h for AP to STA1.

We decided to use 60000s (16.67 h).

4.5.1.2.3 Simulation Scenario 16
    PER[t] detail for SS16 is given in Table 21.

Table 21  PER[t] for SS16
	Flow
	
	Nominal

Rate

(Mbps)
	MSDU

Size

(byte)
	Frame

Rate

(fps)
	max

PLR
	10/PLR

(*1)
	Required

Sim

Time(*2)
	PER[t]

Data

Size(*3)
	Target

PER

(*4)
	PER[t]

Time step

	AP
	STA
	400
	1500
	33333
	No
	
	1min
	1min
	1%
	1ms


(*1) Required number of MSDUs to achieve required PLR

(*2) Computed as (*1)/FrameRate

(*3) Repeated until the end of simulation

(*4) Selected according to delay bound

SS 16 is used in CC 27/28 to determine the Throughput/Range. The ranges are the given in Table 22.

Table 22    Ranges for SS16

	Channel B
	4m
	8m
	12m
	16m
	20m
	24m
	
	
	
	

	Channel E
	4m
	8m
	12m
	16m
	20m
	24m
	32m
	40m
	48m
	56m


4.5.2 MAC Related simulations

    MAC Simulator was coded in C language in Linux environment.

    Simulations were made for SS1, SS6, and SS16 While SS16 is simulated in EDCA only, SS1 and SS6 are simulated in both EDCA and HCCA modes.

    For both EDCA and HCCA modes, the parameters were chosen in order to maximize the aggregate Goodput while satisfying the PLR conditions.

4.5.2.1 Frame PHY rates

    Table 23 shows the PHY rates used for each Frame in the simulation.

Table 23  Frame type and PHY rates
	Frame type
	Used PHY rate
	Comments

	Aggregated Data Frames
	Variable
	

	Aggregated Data + CF-Poll
	Variable
	

	QoS CF-Poll
	24Mbps (SISO)
	Considered error free

	QoS Null
	24Mbps (SISO)
	Considered error free

	Aggregated Ack Frames
	24Mbps (SISO)
	Considered error free

	RTS/CTR
	24Mbps (SISO)
	Considered error free

Used only for some flows in SS1

	Beacons
	24Mbps (SISO)
	Once in every 100ms


4.5.2.2 EDCA simulation

Beacons uses AC_BE.

Access categories for each SS are listed below.

4.5.2.2.1 Simulation Scenario 1 EDCA 1/2
This SS uses Channel model B.

This simulation gives higher priority to AC_VI from STA. Table 24 shows the EDCA parameters for this simulation.

Table 24  EDCA parameters for SS1 1/2
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Detailed setting for each flow is given in Appendix A.

4.5.2.2.2 Simulation Scenario 1 EDCA 2/2
This SS uses Channel model B.

This simulation uses flow STA10 to AP(Video) and STA11 to STA10 (Gaming) as AC_BK. Table 25 shows the EDCA parameters for this simulation.

Table 25  EDCA parameters for SS1 2/2
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  Detailed setting for each flow is given in Appendix A.

4.5.2.2.3 Simulation Scenario 6 EDCA
This SS uses Channel model E.

Table 26 shows the EDCA parameters for this simulation.

Table 26  EDCA parameters for SS6
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Detailed setting for each flow is given in Appendix A.

4.5.2.2.4 Simulation Scenario 16 EDCA
This SS uses Channel model B and E.

This is the simulation result for both CC27 and 28.

  The simulation was performed by using AC_BE of EDCA with the parameters depicted in Table 27. This setting corresponds to the default value of 802.11e D9.0.

Table 27  Access Category (AC_BE) used in SS16

	AIFSN
	CWmin
	CWmax

	3
	15
	1023


  Figure 44 shows the transmission of an aggregated frame for this SS.
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Figure 44  Data transfer with SS16 setting
4.5.2.3 HCCA simulation

All QoS and non-QoS MSDUs including TCP ACKs are scheduled. The scheduler designed specifically for the simulator is based on [5]. Beacon interval is set to 100ms, and CP to 300(s before every beacon.

Figure 45 shows some examples of data transfer using the proposed frames.
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Figure 45  Some HCCA examples used in SS1 and SS6 simulations
4.5.3 PHY Related simulations
The simulation parameters for PHY related items in Comparison Criteria document are listed in Table 28.  Note that the simulation parameters required to generate PER[t] data files (Table 18) are slightly different.  

Table 28  PHY related simulation parameters for CC67 and CC67.2
	Items
	Parameter
	Comment

	Number of Tx and Rx antennass
	1x1 (SISO) or 2x2 (MIMO)
	

	Subcarrier modulation
	BPSK, 16QAN, 64QAM
	Five PHY modes are required.

64QAM R=7/8, 3/4 and 2/3,

16QAM R=3/4,

BPSK R=1/2 

	Forward error correction
	Convolutional coding and Viterbi decoding
	

	Coding rate
	1/2, 2/3, 3/4, 7/8
	

	Constraint length
	7
	

	Number of subcarriers
	52
	

	Subcarrier frequency spacing
	312.5 kHz
	

	MSDU length
	1000 bytes
	

	MIMO channel model
	IEEE802.11n channel model B, D and E
	

	Tx and Rx antenna 
	0 dBi omni directional antenna

The antenna separation is 1/2 wavelength
	

	Impairments
	All impairments are considered.
	The definition is described in Comparison Criteria document.

	Signal detection scheme
	Maximum likelihood detection (MLD)
	

	Output power backoff
	14dB for 64QAM R=7/8 with 2x2 MIMO / 11dB for other 2x2 MIMO modes / 8dB for all SISO modes
	

	Psat per PA
	25dBm
	

	
	
	


5 Simulation results for items in Comparison Criteria document

In the following section, simulation results that are required in Comparison Criteria document are presented.  To understand the upper limit of proposal’s performance, theoretical throughput performance is also evaluated.

5.1 Theoretical throughput performance
Figure 46

 REF Fig_throughput_performance Figure 46

 REF Fig_throughput_performance Figure 46

 REF Fig_throughput_performance  \* MERGEFORMAT Figure 46 shows theoretical relationship between number of aggregated frames and throughput performance under error free environment.  For simplicity, let us assume following condition;

(1) Error free environment,

(2) UDP traffic source with bit rate of more than 126 Mbps,

(3) Fixed length Ethernet frame whose payload size is 1500 Bytes,

(4) CWmin=15,

(5) Rate on PHY layer is 126 Mbps where the number of Tx chains is 2 and the PHY mode is 64QAM R=7/8,

where the random backoff period is averaged to be 67.5 ms.  When pilot preamble is not inserted, the maximum throughput is 116.4 Mbps and its MAC efficiency is more than 92%.  When inserted pilot preamble intervals are 64 and 128 OFDM symbols, the maximum throughput are 112.9 Mbps and 114.5 Mbps, respectively.
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Figure 46  Theoretical throughput performance

5.2 MAC related simulation items

MAC related simulation items in comparison criteria document are CC18, CC19, CC20 and CC24 for SS1 and SS6, as well as CC27 and CC28 for SS16.
5.2.1 SS1 and SS6

    Simulation results for CC18, CC19, CC20 and CC24 for SS1 and SS6 are in Appendix A.

    There are 3 results for SS1, two for EDCA and one for HCCA. Also, there are 2 results for SS6, one for EDCA and one for HCCA.

5.2.2 SS16

  Table 29 and Table 30 shows the Goodput result for SS16 in Mbps, obtained with the use of 2Tx MIMO mode for both Channel Models B and E respectively. Figure 47 shows the curves of Goodput(Mbps) vs. range(m) of both tables.

Table 29  Goodput for SS16 (Mbps), Channel Model B

	Channel Model
	B
	
	
	
	
	
	
	

	Pilot Preamble Interval
	0(*1)
	
	
	
	16(*2)
	
	
	

	Max Frame Duration
	1.5ms
	
	2.5ms
	
	1.5ms
	
	2.7ms
	

	
	
	Goodput (Mbps)
	mean PHY rate (Mbps)
	Goodput (Mbps)
	mean PHY rate (Mbps)
	Goodput (Mbps)
	mean PHY rate (Mbps)
	Goodput (Mbps)
	mean PHY rate (Mbps)

	Range
	4
	109.68
	126
	116.69
	126
	108.96
	126
	115.85
	126

	(m)
	8
	108.25
	125.3
	115.16
	125.3
	107.53
	125.4
	114.44
	125.4

	
	12
	94.68
	112.2
	100.62
	112.2
	94.06
	112.2
	99.89
	112.2

	
	16
	73.82
	87.3
	78.36
	87.3
	73.28
	87.3
	77.83
	87.3

	
	20
	58.57
	68.8
	62.2
	68.8
	58.21
	68.8
	61.72
	68.8

	
	24
	48.67
	57.1
	51.68
	57.1
	48.35
	57.1
	51.29
	57.1


(*1) No pilot preambles

(*2) Pilot preamble interval is 8*16=128 OFDM symbols

Table 30  Goodput for SS16 (Mbps), Channel Model B

	Channel Model
	E
	
	
	
	
	
	
	

	Pilot Preamble Interval
	0(*1)
	
	
	
	16(*2)
	
	
	

	Max Frame Duration
	1.5ms
	
	2.5ms
	
	1.5ms
	
	2.7ms
	

	
	
	Goodput (Mbps)
	mean PHY rate (Mbps)
	Goodput (Mbps)
	mean PHY rate (Mbps)
	Goodput (Mbps)
	mean PHY rate (Mbps)
	Goodput (Mbps)
	mean PHY rate (Mbps)

	range
	4
	109.68
	126
	116.69
	126
	108.96
	126
	126
	126

	(m)
	8
	109.67
	126
	116.68
	126
	108.93
	126
	126
	126

	
	12
	109.38
	126
	116.37
	126
	108.65
	126
	126
	126

	
	16
	107.88
	125.7
	114.73
	125.7
	107.14
	125.8
	125.8
	125.8

	
	20
	92.36
	108.6
	98.1
	108.6
	91.7
	108.6
	108.6
	108.6

	
	24
	79.21
	93.6
	83.93
	93.6
	78.65
	93.6
	93.6
	93.6

	
	32
	56.8
	67
	60.36
	67
	56.43
	67
	67
	67

	
	40
	46.38
	54.2
	49.18
	54.2
	46.07
	54.2
	54.2
	54.2

	
	48
	41.13
	49.1
	43.79
	49.1
	40.88
	49.1
	49.1
	49.1

	
	56
	33.65
	40
	35.78
	40
	33.43
	40
	40
	40


(*1) No pilot preambles

(*2) Pilot preamble interval is 8*16=128 OFDM symbols
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Figure 47  Goodput for SS16
5.3 PHY related simulation items
PHY related simulation items in comparison criteria document are CC59, CC67 and CC67.2.  The simulation parameters for them are listed in Table 18 and Table 28.

5.3.1 AWGN PER performance (CC59)
Figure 48(a) and Figure 48(b) show the evaluated results for Nt=Nr=1 (SISO) and Nt=Nr=2 (2 Tx chains MIMO) of CC59, respectively.
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(a) Nt=Nr=1 (SISO)
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(b) Nt=Nr=2 (2 Tx chains MIMO)

Figure 48  Evaluation results for CC59
5.3.2 PER performance in non AWGN channels (CC67)
Figure 49(a), Figure 49 (b) and Figure 49 (c) show the evaluated PER performance for Channel model B, D and E with Nt=Nr=1 (SISO) of CC67(1), respectively.
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(a) Channel model B
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(b) Channel model D
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(c) Channel model E

Figure 49  Evaluation Results for CC67(1) with Nt=Nr=1
Figure 50(a), Figure 50 (b) and Figure 50 (c) show the evaluated PER performance for Channel model B, D and E with Nt=Nr=2 (2 Tx chains MIMO) of CC67(1), respectively.

[image: image66.wmf]0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

45

SNR[dB

]

PER

BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

Channel Model B

Channel Model B

2x2 MIMO

2x2 MIMO

0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

45

SNR[dB

]

PER

BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

45

SNR[dB

]

PER

0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

45

SNR[dB

]

PER

BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

Channel Model B

Channel Model B

2x2 MIMO

2x2 MIMO

 
(a) Channel model B

[image: image67.wmf]BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

SNR[dB

]

PER

Channel Model D

Channel Model D

2x2 MIMO

2x2 MIMO

BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

SNR[dB

]

PER

Channel Model D

Channel Model D

2x2 MIMO

2x2 MIMO

 
(b) Channel model D

[image: image68.wmf]BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

45

SNR[dB

]

PER

Channel Model E

Channel Model E

2x2 MIMO

2x2 MIMO

BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

45

SNR[dB

]

PER

BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

BPSK R=1/2

16QAM R=3/4

64QAM R=2/3

64QAM R=3/4

64QAM R=7/8

0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

45

SNR[dB

]

PER

0.001

0.01

0.1

1

5

10

15

20

25

30

35

40

45

SNR[dB

]

PER

Channel Model E

Channel Model E

2x2 MIMO

2x2 MIMO

 
(c) Channel model E

Figure 50  Evaluation Results for CC67(1) with Nt=Nr=2

Figure 51(a), Figure 51 (b) and Figure 51 (c) show the evaluated throughput performance with rate adaptation control for Channel model B, D and E with Nt=Nr=2 (2 Tx chains MIMO) and Nt=Nr=1 (SISO) of CC67(2), respectively.
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(c) Channel model E

Figure 51  Throughput performance with rate adaptation control (CC67(2))

Figure 52(a), Figure 52 (b) and Figure 52 (c) show the evaluated PER performance with rate adaptation control for Channel model B, D and E with Nt=Nr=2 (2 Tx chains MIMO) and Nt=Nr=1 (SISO) of CC67(2), respectively.
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Figure 52  PER performance with rate adaptation control (CC67(2))
5.3.3 Offset Compensation (CC67.2)
In CC67.2, the impact of carrier frequency offset and symbol clock offset is evaluated.  Table 31 shows the impact around PER=10% and Table 32 shows that for SNR=50dB.  The evaluated results show that there is only negligible performance gap and this proposal has a wide compensating range with +/- 40ppm, which is caused by carrier frequency offset and clock offset.
Table 31  Impact of carrier frequency offset for PER=10%
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0.120

0.025

0.135

0.226

0.061

0.125

0.021

0.139

16QAM R=3/4

BPSK R=1/2

33.9

25.9

28.9

10.9

12.9

0.015

0.163

0.014

0.172

0.024

0.017

0.154

0.013

0.176

0.025

PER

(with clock error)


Table 32  Impact of carrier frequency offset for SNR=50dB
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6 Responce to Functional Requirements

	Number
	Name
	Definition
	Coverage
	Disclosure

	1
	Single Link HT rate supported
	Demonstrate at least one set of conditions under which 100 Mbps at the top of the MAC SAP can be achieved.  Provide all relevant information to document this.
	Yes
	In section 5.1, the throughput at MAC-SAP is evaluated.  As Figure 46 shows, more than 116 Mbps can be achieved under error free environment.  The results for CC27 show that the proposal can also achieve more than 100 Mbps at MAC-SAP with system level simulation.

	2
	HT rate supported in 20MHz channel
	Proposal supports at least one mode of operation that supports 100Mbps throughput at the top of the MAC SAP in a 20MHz channel.

Provide all relevant information to document this.
	Yes
	This proposal supports only 20 MHz operation.  As described in FR1, by using 2 Tx chains MIMO and 64QAM R=7/8 on 20 MHz channel, more than 100Mbps can be achieved.

	3
	Supports 5GHz bands
	Protocol supports 5GHz bands (including those supported by .11a)
	Yes
	This proposal supports 5 GHz band and it also contains all IEEE 802.11a modes.  

	4
	.11a backwards compatibility
	Some of the modes of operation defined in the proposal shall be backwards compatible  with 802.11a.
	Yes
	As described in section 3.4.3, this proposal is completely backward compatible with IEEE802.11a.

	5
	.11g backwards compatibility
	If it supports 2.4 GHz operation, some of the modes of operation defined in the proposal shall be backwards compatible  with 802.11g.
	No
	We did not consider support for 2.4GHz operation, but elements of this proposal may be adapted for use in that band.

	6
	Control of support for legacy STA from .11n AP
	A .11n AP can be configured to reject or accept associations from legacy STA because they are legacy STA.
	Yes
	There is nothing in our proposal to forbid legacy associations, but they can always be limited by policy from the AP.

	7
	.11e QoS support
	The proposal shall permit implementation of the 802.11e ammendment within a .11n STA
	Yes
	This proposal does indeed permit 802.11e, as expressed in D9.0, to be able to be deployed coincident with an 802.11n station.

	8
	Spectral Efficiency
	The highest throughput mode of the proposal shall achieve a spectral efficiency of at least 3 bps/Hz for the PSDU
	Yes
	When 2 Tx chains MIMO and 64QAM R=7/8 are applied, the physical rate is 126 Mbps.  Therefore, the spectral efficiency is 6.3 bits/s/Hz (=126Mbit/s /20MHz).

	9
	Compliance to PAR
	The proposal complies with all the mandatory requirements of the PAR [5] and 5 Criteria [6]
	Yes
	5 Criteria require (1) Broad Market Potential, (2) Compatibility, (3) Distinct Identity, (4) Technical Feasibility and (5) Economic Feasibility.

The aim of this proposal is to create a standard that limits mandatory requirements to feasible technologies and minimizing the difference from the legacy standards as described in section 2, it complies with Criteria (1), (2), (4) and (5).  The maximum spectral efficiency with mandatory PHY mode is 6.3 bits/s/Hz, and it can be improved with optional PHY modes up to 12.6 bits/s/Hz.  The coverage is much wider than PAN.  Therefore this proposal also complies with PAR and Criteria (3).


7 Responce to Comparison Criteria

7.1 Additional Disclosures
	Number
	Name
	Definition
	Disclosure

	AD1
	Reference submissions
	A list of related IEEE submissions, both documents and presentations.
	802.11-1999; 802.11e D9.0; Document 04/775.


	AD2
	TCP Model Parameters
	Include a reference to the TCP protocol type (e.g. Reno) and the parameter values associated with that protocol used for all MAC simulations.
	 Own implementation of RFC 793.

Timeout considered infinite since this is WLAN with MAC level acknowledgement.

One TCP Ack per maximum of 4 frame aggregation.

	AD3
	MAC simulation methodology
	Include a description of the simulation methodology used for MAC simulations, including a description of how the PHY and its impairments are modeled.
	Simulation methodology that is used to execute system level and MAC simulations is described in section 4.

	AD4
	MAC simulation occupied channel width
	For each MAC simulation, report the total channel width occupied.
	This proposal occupies only 20MHｚ channel and it is identical to IEEE802.11a.

	AD5
	Justification of low PLR rates achieved
	For each application with a PLR < 10^-4, proposal shall justify that the proposed PLR could be met.
	 PLR less than required PLR is achieved for number of transmitted packets equal to at least 10 / ( Required PLR)


7.2 General and etc.

	Number
	Name
	Definition
	Disclosure

	CC2
(M)
	Regulatory compliance
	The proposal shall state any known problems with regulatory compliance with at least the following domains: USA, Japan, Europe, China.
	Because this proposal uses the same channelization with IEEE802.11a, there is basically no problem with regulatory compliance.  

The major differences from 802.11a specification are to apply MIMO communication on PHY layer and frame aggregation on MAC layer.  

The MIMO communication generally increases total transmission power and it makes interference between wireless systems including satellite communication systems larger.  Therefore, total transmission power shall be capped as it is compliant with the rule for the transmission power from a single antenna system.  

On the other hand, the frame aggregation makes occupied duration for transmitting a frame longer.  To share the frequency resource fairly, the maximum duration also shall be capped.  The rule is described in section 3.4.3.  

In Japan, a regulatory provides that signal transmission from any wireless terminals on 5 GHz band shall not exceed 4 ms.  Our proposal is also compliant with this Japanese regulatory.

	CC3
(M)
	List of goodput results for usage models 1,4 and 6.
	List the goodput results (CC20, metric 1) for scenarios 1,4 and 6.
	SS4 was not performed.

SS1 EDCA simulation 1/2: 58.878Mbps

SS1 EDCA simulation 2/2: 61.56 Mbps

SS1 HCCA simulation: 71.039Mbps

SS6 EDCA simulation: 48.029Mbps

SS6 HCCA simulation: 65.18Mbps



	CC6
(O)
	PHY complexity
	Give an indication of the PHY complexity, relative to current 802.11a PHYs (e.g. gate counts, MIPS, filtering, clock rate, etc.).
	As described in section 2, our proposal offers simple solution with less impact for modification from IEEE802.11a specification.  The most of all specification on PHY layer except for MIMO communication is the same with IEEE802.11a and it is scalable for increasing the number of Tx chains on MIMO communication.  This is one of the advantages of our proposal.

	CC7
(O)
	MAC processing complexity
	Give an indication of the MAC processing complexity, relative to implementations of  802.11-1999 (Rev 2003),   and published amendments   (e.g. gate counts, MIPS, memory, clock rate, etc.)
	The MAC complexity is comparable to complexity of the Burst Acknowledgement mechanism present in 802.11e. (Separately: for synchronization, the capability in gate count is approximately the same, but there would be additional precision of components required.)

	CC11
(M)
	Backward compatibility  with 802.11-1999 (Rev 2003) and 802.11g
	Provide a summary description of the means, if any, by which backward compatibility with 802.11-1999 (Rev 2003) and 802.11g is achieved in the band(s) covered by the proposal, including references to the sections in the technical proposal document where the complete details are given.  


	On this proposal, MIMO signal is encapsulated after legacy PLCP header.  In addition, by accommodating fake information in legacy Signal, legacy devices can recognize the duration of received frame.  Because this proposal occupies only 20 MHz channel, no additional functions to keep backward compatibility is required.

	CC15
(M)
	Sharing of medium with legacy devices
	Goodput of legacy device in HT network and impact of legacy device on the goodput of the HT devices.

Report the following measurements :

  --T1: the goodput reported in simulation scenario 17.

  --T2: the goodput reported in simulation scenario 18.

  --T3: the goodput reported for STA1 in simulation scenario 19.

  --T4: the goodput reported for STA2 in simulation scenario 19.
	SS 17, 18, and 19 are not performed.

	
	
	
	


7.3 MAC Related

	Number
	Name
	Definition
	Disclosure

	CC18
(M)
	HT Usage Models Supported (non QoS)
	This metric relates to the ability of the proposal to support the non-QoS application service level of each usage model, as defined by its simulation scenario.

For each simulated scenario:

Report Goodput per non-QoS flow.

Report aggregate goodput for non-QoS flows.

Report the ratio of aggregate Goodput for non-QoS flows to the total offered load for non-QoS flows.

Note, a flow that transits through an AP (i.e. is relayed within the BSS) is not counted as goodput at the AP.  A flow that terminates at the AP is counted as goodput.

Note, backward TCP Ack flows shall be counted as non-QoS flows.
	All results for SS1 and SS6 are in Appendix A, including per non-QoS flow Goodput.

Aggregate goodput for non-QoS flow:

SS1 EDCA simulation 1/2: 6.358Mbps

SS1 EDCA simulation 2/2: 9.036Mbps

SS1 HCCA simulation: 18.53Mbps

SS6 EDCA simulation: 3.161Mbps

SS6 HCCA simulation: 20.35Mbps

Ratio of aggregate Goodput for non-QoS flows to the total offered load for non-QoS flows:

SS1 EDCA simulation 1/2: .205

SS1 EDCA simulation 2/2: .291

SS1 HCCA simulation: .6

SS6 EDCA simulation: .158

SS6 HCCA simulation: 1.02



	CC19
(M)
	HT Usage Models Supported (QoS)
	This metric relates to the ability of the proposal to support the QoS application service level of each usage model, as defined by its simulation scenario.

For each QoS flow, the proposal shall report the packet loss rate (defined below) and compare it to the specified QoS objective.

The proposal shall also report the number of these flows that satisfy their QoS objective . Also report the fraction of QoS flows that satisfy their QoS objective.

For the purpose of this criterion,  packet loss rate (PLR) for a QoS flow is defined as the number of MSDUs that are not delivered at the Rx MAC SAP within the specified delay bound, divided by the total number of MSDUs offered at the Tx MAC SAP for that flow during the simulation .
	All results for SS1 and SS6 are in Appendix A, including per QoS flow PLR. All flows in all simulations (EDCA & HCCA) satisfy their PLR QoS objectives

Number of QoS flows that satisfy their QoS objective, and the fraction of QoS flows that satisfy their QoS objectives:

SS1EDCA simulation 1/2: 17 flows (100%)

SS1: EDCA simulation 2/2: 17 flows (100%)

SS1: HCCA simulation: 17 flows (100%)

SS6 EDCA simulation: 39 flows (100%)

SS6 HCCA simulation: 39 flows (100%) 

	CC20
(M)
	BSS Aggregate Goodput at the MAC data SAP


	Three aggregate goodput metrics are to be reported.

Metric 1 is defined as the sum of goodput across all flows in the simulation scenario.

Metric 2 is defined as the aggregate number of bits in MSDUs that are delivered at the Rx MAC SAP within the specified delay bound of the flow’s defined QoS, divided by the simulation duration. 

Metric 3 is defined as the sum of goodput across all flows that meet their QoS objective in the simulation scenario.

Notes: 

Metric 1 includes flows that fail to meet their QoS objectives.

Metric 2 excludes MSDUs that exceed the delay bound. 

Metric 3 excludes all MSDUs from flows that fail to meet their QoS objectives.

Note, a flow that transits through an AP (i.e. is relayed within the BSS) is not counted as goodput at the AP.  A flow that terminates at the AP is counted as goodput.
	Detailed results for SS1 and SS6 are in Appendix A.

All QoS objectives are met by all flows.

SS1 Metrics 1 and 3:

  EDCA simulation 1/2: 58.88Mbps

  EDCA simulation 2/2: 61.56Mbps

  HCCA simulation: 71.042Mbps

SS1 Metric 2:

  EDCA simulation 1/2: 58.88Mbps

  EDCA simulation 2/2: 61.56Mbps

  HCCA simulation: 71.039Mbps

SS6 Metrics 1 and 3:

  EDCA simulation: 48.04Mbps

  HCCA simulation: 65.23Mbps

SS6 Metrics 2:

  EDCA simulation: 48.029Mbps

  HCCA simulation: 65.18Mbps



	CC24
(M)
	MAC Efficiency


	MAC efficiency is defined as the aggregate Metric 2 goodput in CC20 divided by the average physical layer data rate.  

Let r(n) denote the rate at which the nth successful Data MPDU is transmitted.  

Let t(n) denote the PPDU transmission time of the nth successfully transmitted Data MPDU (i.e. including preamble, PLCP header).

Define the average PHY data rate r as 

r =  ∑ r(n)t(n)/ ∑t(n)
	Detailed results for SS1 and SS6 are in Appendix A.

SS1 EDCA simulation 1/2: 55.6%

SS1 EDCA simulation 2/2: 60.1%

SS1 HCCA simulation: 75.7%

SS6 EDCA simulation: 43.6%

SS6 HCCA simulation: 60.85%



	CC27
(M)
	Throughput / Range


	Report curves of Goodput (bps) vs. range (m). 

Also provide all MAC parameters and settings (e.g., interframe spacings, fragmentation thresholds etc.) and all PHY parameters and settings used to obtain the curves.

For the following channel models

from [4]: 

Model B Residential

Model D Typical Office
	All results for SS16 channel Model B and E are in 4.5.2.2.4 and 5.2.2.



	CC28
(M)
	Throughput / Range in 20MHz
	Report curves of Goodput (bps) vs. range (m) , when operating in a 20 MHz bandwidth.

Also provide all MAC parameters and settings (e.g., interframe spacings, fragmentation thresholds etc.) and all PHY parameters and settings used to obtain the curves.

For the following channel models

from [4]: 

Model B Residential

Model D Typical Office
	Because this proposal uses only 20 MHz channelization, the result for CC28 is identical to the result of CC27.

	CC46
(M)
	MAC Compatibility and parameters.
	Provide a list of optional features of 802.11a/b/d/e/g/h/i/j that are required for HT operation, and a summary description of the manner in which they are used.  Include references to the sections in the technical proposal document where the complete details are given.
	In 802.11e, HCCA and EDCA are recommended as indicated within the standard, but not absolutely essential. The QoS control field from 802.11e is essential however.

	CC47
(M)
	MAC  extensions
	Provide a summary description of MAC extensions beyond 802.11a/b/d/e/g/h/i/j that are  required for HT operation. Include references to the sections in the technical proposal document where the complete details are given.
	Frame aggregation (3.3.2.2.1, 3.3.2.2.2, 3.3.2.2.3, 3.3.2.2.5, 3.3.2.2.6, 3.3.2.2.7, 3.3.2.2.8, 3.3.2.3.1, 3.3.2.3.2, 3.3.2.3.3, 3.3.2.4, 3.3.3.1, 3.3.3.2). Channel resource signaling for power save (3.3.2.5, 3.3.3.3, 3.3.3.3.1, 3.3.3.3.2, 3.3.4.3).



7.4 PHY Related

	Number
	Name
	Definition
	Disclosure

	CC51
(M)
	Data rates
	A list of PHY layer data rates, and for each data rate, specify the used modulation techniques, number of Tx antennas, coding rate and bandwidth.

Specify which of the rates are mandatory and which are optional.

For adaptive rate proposals, specify the range of achievable rates or, if possible, state the achievable rates in a closed form expression.
	The proposed PHY modes are listed in Table 1 (mandatory modes) and Table 2 (optional modes).  All modes occupy 20 MHz bandwidth.

	CC42
(M)
	Preambles
	Specify the proposed preambles.

Summarize the important properties of each part the proposed preambles.

Include references to the sections in the technical proposal document where the complete details are given.

Specify how the use of any new preamble affects reception by legacy STA.
	This proposal uses two kinds of preambles; one is legacy PLCP preamble and another is MIMO preamble that is encapsulated after the legacy PLCP preamble.  Therefore, legacy devices can recognize that it is IEEE802.11 based signal while they can not demodulate the received signal.  It is just like that a STA that supports only mandatory PHY modes cannot receive 54Mbps signal.

The proposed MIMO preamble is described in section 3.4.6.  The pilot  preamble that is identical to the MIMO preamble or legacy long preamble  can be inserted to re-estimate the channel in a burst.  The pilot preamble is also described in section 3.4.7.

	CC51.5
(M)
	Channelization 
	Specify the channelization – i.e. the adjacent channel spacing.    
	The channelization of our proposal is identical to that of IEEE802.11a.

	CC52
(M)
	Spectral Mask 
	Define the transmit spectral mask requirements for each channelization of the proposal.    This must be under the same PA backoff used for performance simulations.  
	The spectral mask requirement is completely the same as IEEE802.11a.

	CC58
(M)
	HT Spectral Efficiency
	The number of bps/Hz during the PSDU carrying a Data MPDU when demonstrating a goodput value of  at least 100Mbps.  Specify the phy data rate used during this test.  


	When 2 Tx chains MIMO and 64QAM R=7/8 are applied, the physical rate is 126 Mbps.  Therefore, the spectral efficiency is 6.3 bits/s/Hz (=126Mbit/s /20MHz).



	CC59
(M)
	AWGN PER performance 
	Identify the performance in an idealized channel for a PSDU length of 1000B.  The rows or columns of the channel shall be orthogonal to each other as follows: take the first Nr x Nt elements of the Fourier matrix with dimension max(Nr,Nt).  Show PER versus SNR curves for 5 supported data rates representative of the proposal's rate set, including the maximum and  minimum rates.  If the proposal supports fewer than 5 data rates, all supported data rates should be shown. 

Averaging should occur over a minimum of 100 packet errors down to 1% PER

Refer to [7] for a definition of the Fourier matrix.

Note: SNR is defined in section 2.
	The simulation results for Nr=Nt=1 and Nr=Nt=2 are presented in section 5.3.1.  Note that the mandatory requirement for the number of Tx chains is up to two in this proposal.  So, the evaluated PHY modes are as follows;

(1) Nr=Nt=2

· 64QAM R=7/8 (126Mbps)

· 64QAM R=3/4 (108Mbps)

· 64QAM R=2/3 (96Mbps)

· 16QAM R=3/4 (72Mbps)

· BPSK R=1/2 (12Mbps)

(2) Nr=Nt=1

· 64QAM R=7/8 (63Mbps)

· 64QAM R=3/4 (54Mbps)

· 64QAM R=2/3 (48Mbps)

· 16QAM R=3/4 (36Mbps)

· 16QAM R=1/2 (24Mbps)

· QPSK R=1/2  (12Mbps)

· BPSK R=1/2 (6Mbps)

	CC67
(M)
	PER performance in non AWGN channels
	Show either or both of the following two sets of performance curves:

1.) Show the PER curves for 5 supported data rates representative of your rate set including your maximum and minimum rates.  If the proposal supports fewer than 5 data rates, all supported data rates should be shown.  Plot PER versus SNR averaged over time per receive antennas  for PSDUs of length 1000B.  Averaging should occur over a minimum of 100 MPDU errors down to 1% PER. Each packet should use an independent channel realization.

2.) Show curves for both achieved average physical layer data throughput and PER, as a function of total SNR for 1000B PSDUs.  These results should be generated with a rate selection algorithm active.  Data throughput is defined as the total number of bits successfully received in the data portion of the PPDU, divided by total transmission time, not including overheads such as preamble and backoff.   The throughput shall be averaged over at least 100 independent realizations of the channel, each realization long enough to allow simulation of rate adaptation with subsequent transmission of one or more PPDUs while the Doppler process evolves.  The same number of PPDUs shall be simulated for each channel realization.  In addition a minimum number of PPDUs, equal to 100 divided by the target FER, shall be simulated to determine throughput.   

Total received signal power is summed over all transmit antennas.    There shall not be any a priori knowledge of the channel or synchronization at the receiver or transmitter.  This should be simulated for channel models B, D, and E.  The simulations should all include the Doppler effect as specified in the text of the channel model document. 

 All models should be run without the fluorescent effect but additionally model D should be run with the fluorescent effect on the highest data rate.  The interferer to carrier energy ratio of the fluorescent effect shall be equal to its average value (0.0203).

The shadowing variance should be 0.  

These simulations are performed using the NLOS version of the specified channel models.

Note: SNR is defined in section 2.
	The simulation results for Nr=Nt=1 and Nr=Nt=2 are presented in section 5.3.2.  The evaluated PHY modes are as follows;

(1) Nr=Nt=2

· 64QAM R=7/8 (126Mbps)

· 64QAM R=3/4 (108Mbps)

· 64QAM R=2/3 (96Mbps)

· 16QAM R=3/4 (72Mbps)

· BPSK R=1/2 (12Mbps)

(2) Nr=Nt=1

· 64QAM R=7/8 (63Mbps)

· 64QAM R=3/4 (54Mbps)

· 64QAM R=2/3 (48Mbps)

· 16QAM R=3/4 (36Mbps)

· 16QAM R=1/2 (24Mbps)

· QPSK R=1/2  (12Mbps)

· BPSK R=1/2 (6Mbps)

	CC67.2
(M)
	Offset Compensation
	Provide the impact on PER of carrier frequency offset and symbol clock offset by comparing to the PER achieved at the lowest average SNR that achieves a 10% PER for PSDUs of length 1000 bytes in channel E (NLOS) with no carrier and symbol clock offset. The symbol clock shall have the same relative frequency offset as the carrier frequency offset. 

Also, provide that same impact on PER using an SNR of 50dB in channel E (LOS).   

The carrier offset difference at the receiver relative to the transmitter shall be -40ppm and +40ppm.  

The results shall be presented in such a manner that it is clear whether there are specific values of offset for which the proposed system has better or worse performance relative to no offset.

Simulations shall be performed under the same conditions as those in CC 59 & 67.
	The simulation results for Nr=Nt=1 and Nr=Nt=2 are presented in section 5.3.3.  The evaluated PHY modes are as follows;

(1) Nr=Nt=2

· 64QAM R=7/8 (126Mbps)

· 64QAM R=3/4 (108Mbps)

· 64QAM R=2/3 (96Mbps)

· 16QAM R=3/4 (72Mbps)

· BPSK R=1/2 (12Mbps)



	CC80
(M)
	Required changes to 802.11 PHY
	Give a summary description of changes to a legacy 802.11 PHY.  Give references to sections in your specification that give the complete details.
	The most of all PHY specifications except for following items are identical to IEEE802.11a specifications.

(a) Adding Extended Signal,

(b) Encapsulation of MIMO signal after legacy Signal,

(c) Introducing a new PHY mode of 64QAM R=7/8,

(d) Introducing pilot preamble insertion.
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Appendix A

    Simulation parameters for SS1 and SS6 in both EDCA and HCCA as well as simulation results are listed here. Details are at flow level as well as aggregate flow level. Results for CC18, CC19, CC20, and CC24 are also shown. Clicking on the table opens up an Excel spreadsheet.
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msdu

AP STA1 1500 200AC_VI yes 2 25 16.188731E-04 108 126 125.9992 19.2 010^-7 19.2 19.2

msdu

AP STA3 1500 200AC_VI yes 3 25 19.205731E-04 108 126 125.9993 24 010^-7 24 24

msdu

AP STA4 1500 200AC_VI yes 1 18 4.087813 0.02 36 126 120.5163 4 05*10^-7 4 4

msdu

AP STA4 300 AC_BE no 1 20 9.166105 0.005 48 126 120.9253 0.75416 0 1 0.754159 0.754159

TCP ack

STA4 AP 60 AC_BE no 1 20 3.042139 0.001 54 126 121.1364 0.01111 0 0.011112

msdu

AP STA7 120 30AC_VO no 1 3 1.2257023E-04 24 108 60.46249 0.0951 0.0009.05 0.096 0.095096

msdu

AP STA8 120 30AC_VO no 1 3 1.2068623E-04 24 108 60.38879 0.09516 0.00084.05 0.096 0.095159

msdu

AP STA9 120 30AC_VO no 1 3 1.1996513E-04 24 108 60.95871 0.0952 0.0008.05 0.096 0.095197

msdu

AP STA10 512 200AC_VI no 1 12 5.51239 0.011 48 126 95.36433 2 010^-4 2 2

msdu

AP STA11 418 200AC_VO no 1 4 1.0233897E-04 48 126 103.6023 0.128 010^-4 0.128 0.128

msdu

STA1 AP 64 100AC_VI no 1 3 1.0003297E-06 108 126 125.9992 0.06 010^-2 0.06 0.06

msdu

STA3 AP 64 100AC_VI no 1 2 1.0003146E-06 108 126 125.9993 0.06 010^-2 0.06 0.06

msdu

STA4 STA10 1500 AC_BE yes 1 22 10.76723 0.02 24 108 56.74882 5.58725 0 30 5.587253 0.186242

TCP ack

STA10STA4 60 AC_BE no 1 3 1.300465 0.001 24 108 56.93536 0.00505 0 0.005051

msdu

STA5 STA6 512 100AC_VI no 1 3 1.00037 0.006 24 108 62.88849 0.5 010^-2 0.5 0.5

msdu

STA6 STA5 512 100AC_VI no 1 3 1.00044 0.006 24 108 62.89031 0.5 010^-2 0.5 0.5

msdu

STA7 AP 120 30AC_VO no 1 3 1.0897543E-04 24 108 60.50561 0.09572 0.00028.05 0.096 0.095718

msdu

STA8 AP 120 30AC_VO no 1 3 1.0893983E-04 24 108 60.42483 0.09572 0.00028.05 0.096 0.095719

msdu

STA9 AP 120 30AC_VO no 1 3 1.0882633E-04 24 108 60.98705 0.09572 0.00027.05 0.096 0.095724

msdu

STA10AP 512 50AC_VI no 1 5 1.017226 0.011 48 126 96.0854 1 010^-4 1 1

msdu

STA11STA10 50 16AC_VI no 1 20 1.8154072E-04 54 126 104.814 0.49999 1.1E-0710^-4 0.5 0.499993

total

1 29 24 126 105.803 58.878 0.0034 83.524 6.35758 0.20508 52.5206

6.34141 0.20456

CC18

CC19

CC24

MAC efficiency

58.878/105.803=

55.6%

70000s of simulation

time is sufficient to

send more than

10/PLR MSDUs for all

CC3: 58.88Mbps

CC20

metric 1: 58.88Mbps

metric 2: 58.88Mbps

metric 3: 58.88Mbps



CC19

All 17 flows

(100%)satisfy

their QoS

Objective

CC18 with TCP ACK

CC18 without TCP ACK



[image: image78.emf]SS1 simulation results for EDCA (2/2)

This simulation gives higher priority to AC_VI from STA

Simulation time: 70000s

beacon interval : 100ms

flow MSDUs per #agg frm/ PHY rate output data Goodput

MSDUdelayacess use agg frame #msdu PER (Mbps) nominal

type from to size (ms) categoryrts/

min max min max av

ok lost required rate non-Qos Goodput/QoS

(byte) cts

(Mbps) (PLR) PLR

(Mbps)

total load

msdu

AP STA1 1500 200AC_VI yes 2 26 19.89871 0.0001 108 126 125.9992 19.2 010^-7 19.2 19.2

msdu

AP STA3 1500 200AC_VI yes 2 26 22.31603 0.0001 108 126 125.9992 24 010^-7 24 24

msdu

AP STA4 1500 200AC_VI yes 1 18 5.390393 0.0196 36 126 120.5206 4 05*10^-7 4 4

msdu

AP STA4 300 AC_BE no 1 20 7.642313 0.0047 36 126 120.8878 0.82666 0 1 0.826665 0.826665

TCP ack

STA4 AP 60 AC_BE no 1 27 3.105085 0.0014 36 126 121.1351 0.01581 0 0.015811

msdu

AP STA7 120 30AC_VO no 1 3 1.051831 0.0003 24 108 60.79252 0.09597 2.7E-05.05 0.096 0.09597116

msdu

AP STA8 120 30AC_VO no 1 3 1.045402 0.0003 24 108 60.71747 0.09597 2.4E-05.05 0.096 0.09597495

msdu

AP STA9 120 30AC_VO no 1 3 1.043262 0.0003 24 108 61.29937 0.09598 2.2E-05.05 0.096 0.0959767

msdu

AP STA10 512 200AC_VI no 1 12 6.579564 0.0116 48 126 95.64026 2 010^-4 2 2

msdu

AP STA11 418 200AC_VO no 1 3 1.000975 0.0007 48 126 103.6165 0.128 010^-4 0.128 0.128

msdu

STA1 AP 64 100AC_VI no 1 12 1.2856 8E-06 108 126 125.9993 0.06 5.4E-0710^-2 0.06 0.06000094

msdu

STA3 AP 64 100AC_VI no 1 12 1.284876 9E-06 108 126 125.9993 0.06 4.4E-0710^-2 0.06 0.06000104

msdu

STA4 STA10 1500 AC_BE yes 1 22 10.60317 0.0198 24 108 56.68052 8.18659 0 30 8.186593 0.272886

TCP ack

STA10STA4 60 AC_BE no 1 3 1.271958 0.0013 24 108 56.89589 0.0074 0 0.007397

msdu

STA5 STA6 512 100AC_VI no 1 5 1.257378 0.0065 24 108 62.76584 0.49999 4.4E-0610^-2 0.5 0.49998845

msdu

STA6 STA5 512 100AC_VI no 1 5 1.260031 0.0065 24 108 62.75923 0.49999 4.9E-0610^-2 0.5 0.49998793

msdu

STA7 AP 120 30AC_VO no 1 3 1.052924 0.0003 24 108 60.78662 0.09594 6.4E-05.05 0.096 0.09593505

msdu

STA8 AP 120 30AC_VO no 1 3 1.052634 0.0003 24 108 60.70393 0.09593 6.5E-05.05 0.096 0.09593402

msdu

STA9 AP 120 30AC_VO no 1 3 1.052458 0.0003 24 108 61.27864 0.09594 6.3E-05.05 0.096 0.09593548

msdu

STA10AP 512 50AC_BK no 1 8 1.060008 0.0108 48 126 96.0349 1 010^-4 1 1

msdu

STA11STA10 50 16AC_BK no 1 20 2.127972 0.0002 54 126 104.8964 0.49995 4.8E-0510^-4 0.5 0.49994514

total

1 29 24 126 102.35 61.56 0.0003 83.524 9.03647 0.2915 52.5236509

9.01326 0.29075

CC18

CC19

CC24

MAC efficiency

61.56/102.35=

60.1%

70000s of simulation

time is sufficient to send

more than 10/PLR

MSDUs for all flows

CC3: 61.56Mbps

CC20

metric 1: 61.56Mbps

metric 2: 61.56Mbps

metric 3: 61.56Mbps



CC19

All 17 flows

(100%)satisfy

their QoS

Objective

CC18 with TCP ACK

CC18 without TCP ACK



[image: image79.emf]SS1 simulation results for HCCA

Simulation time: 70000s

beacon interval : 100ms

flow MSDUs per #agg frm/ PHY rate output data Goodput

MSDUdelayagg frame #msdu PER (Mbps) nominal

type from to size (ms)

min max min max av

ok lost required rate non-Qos Goodput/QoS

(byte)

(Mbps) (PLR) PLR

(Mbps)

total load

msdu

AP STA1 1500 200 1 27 24.345391E-04 108 126 125.9993 19.2 010^-7 19.2 19.2

msdu

AP STA3 1500 200 1 27 24.139961E-04 108 126 125.9994 24 010^-7 24 24

msdu

AP STA4 1500 200 1 27 12.2887 0.02 36 126 120.5143 4 05*10^-7 4 4

msdu

AP STA4 300 1 32 3.30731 0.004 36 126 120.777 0.99999 0 1 0.999986 0.999986

TCP ack

STA4 AP 60 1 3 1.025365 0.001 36 126 121.3197 0.06074 0 0.060743

msdu

AP STA7 120 30 1 3 1.9176813E-04 24 108 60.24949 0.0943 0.0009.05 0.096 0.094296

msdu

AP STA8 120 30 1 3 1.893073E-04 24 108 60.18075 0.09428 0.00084.05 0.096 0.094277

msdu

AP STA9 120 30 1 3 1.8928743E-04 24 108 60.73668 0.09427 0.0008.05 0.096 0.094267

msdu

AP STA10 512 200 1 32 9.51489 0.011 48 126 94.57443 2 010^-4 2 2

msdu

AP STA11 418 200 1 3 1.1876017E-04 48 126 103.487 0.128 010^-4 0.128 0.128

msdu

STA1 AP 64 100 1 4 1.4946018E-06 108 126 125.9992 0.06 010^-2 0.06 0.06

msdu

STA3 AP 64 100 1 11 4.8395571E-05 108 126 125.9993 0.06 010^-2 0.06 0.06

msdu

STA4 STA10 1500 1 23 11.68791 0.02 24 108 57.14817 17.4042 0 30 17.40418 0.580139

TCP ack

STA10STA4 60 1 4 1.514684 0.001 24 108 56.59685 0.06077 0 0.060773

msdu

STA5 STA6 512 100 1 12 4.43943 0.006 24 108 62.20345 0.5 010^-2 0.5 0.5

msdu

STA6 STA5 512 100 1 12 4.439886 0.007 24 108 62.21676 0.5 010^-2 0.5 0.5

msdu

STA7 AP 120 30 1 3 1.8934163E-04 24 108 60.25805 0.09428 0.00028.05 0.096 0.094284

msdu

STA8 AP 120 30 1 3 1.8930123E-04 24 108 60.18275 0.09427 0.00028.05 0.096 0.094269

msdu

STA9 AP 120 30 1 3 1.892853E-04 24 108 60.73933 0.09426 0.00027.05 0.096 0.09426

msdu

STA10AP 512 50 1 6 1.489287 0.011 48 126 95.65505 1 010^-4 1 1

msdu

STA11STA10 50 16 1 20 4.099942E-04 54 126 104.3115 0.4999 1.1E-0710^-4 0.5 0.499896

total

1 29 24 126 93.83 71.039 0.0034 83.524 18.5257 0.5976 52.51355

18.4042 0.59368

CC18

CC19

CC24

MAC efficiency

71.039/93.83=

75.7%

70000s of simulation

time is sufficient to

send more than

10/PLR MSDUs for all

CC3: 71.039Mbps

CC20

metric 1: 71.042Mbps

metric 2: 71.039Mbps

metric 3: 71.042Mbps



CC19

All 17 flows

(100%)satisfy

their QoS

Objective

CC18 with TCP ACK

CC18 without TCP ACK



[image: image80.emf]SS6 simulation results for EDCA

Simulation time: 60000s

beacon interval : 100ms

flow MSDUs per#agg frm/ PHY rate output data nominalGoodput

MSDU delayacessuse agg frame#msdu PER (Mbps) rate

type from to size (ms) categoryrts/

min max min max av

ok lost required(Mbps)non-Qos Goodput/QoS

(byte

) cts

(Mbps) (PLR) PLR

(load

)

total load

msdu

AP STA1 300 AC_BEno 1 74.8012393090.0054 54 96 68.1390.34331 0 20.3433080.171654

TCP ack

STA1 AP 60 AC_BEno 1 41.0038957490.0015 54 9668.02260.00288 0 0.002876

msdu

AP STA2 300 AC_BEno 1 85.7839091350.0053 54 10881.61480.33358 0 20.3335790.166789

TCP ack

STA2 AP 60 AC_BEno 1 31.0013070540.0013 54 10881.99880.00232 0 0.00232

msdu

AP STA3 300 AC_BEno 1 109.9633189680.0011 108 126125.9920.29145 0 20.2914480.145724

TCP ack

STA3 AP 60 AC_BEno 1 21.0595253550.0003 108 126125.9930.00124 0 0.00124

msdu

AP STA4 300 AC_BEno 1 109.965400964 9E-05 126 126 1260.29172 0 20.2917150.145858

TCP ack

STA4 AP 60 AC_BEno 1 21.059623209 2E-05 126 126 1260.00124 0 0.00124

msdu

AP STA5 300 AC_BEno 1 85.1287690270.0042 54 10873.24860.31582 0 20.3158220.157911

TCP ack

STA5 AP 60 AC_BEno 1 31.0021203380.0012 54 10873.35880.00247 0 0.002474

msdu

AP STA6 300 AC_BEno 1 109.965404637 0 126 126 1260.29174 0 20.2917380.145869

TCP ack

STA6 AP 60 AC_BEno 1 21.058781725 0 126 126 1260.00124 0 0.001239

msdu

AP STA7 300 AC_BEno 1 8 6.322723480.0063 54 108 88.1350.35239 0 20.3523940.176197

TCP ack

STA7 AP 60 AC_BEno 1 31.0013470080.0017 54 10888.31040.00224 0 0.002244

msdu

AP STA8 300 AC_BEno 1 109.9644588950.0007 126 126 1260.29168 0 20.2916820.145841

TCP ack

STA8 AP 60 AC_BEno 1 21.0596768250.0002 126 126 1260.00124 0 0.001241

msdu

AP STA9 300 AC_BEno 1 109.9159592910.0041 108 126125.6220.29006 0 20.2900570.145028

TCP ack

STA9 AP 60 AC_BEno 1 21.0591962280.0012 108 126125.6270.00124 0 0.001242

msdu

AP STA10 300 AC_BEno 1 107.134232564 0.007 72 12697.81410.34075 0 2 0.340750.170375

TCP ack

STA10 AP 60 AC_BEno 1 31.0037037960.0019 72 12696.98410.00193 0 0.001926

msdu

AP STA11 512 200AC_VIno 1 126.4248255820.0112 72 12697.6001 2 010^-4 2 2

msdu

AP STA12 512 200AC_VIno 1 12 6.473330850.0111 54 12697.6501 2 010^-4 2 2

msdu

AP STA13 512 200AC_VIno 1 126.6045950420.0109 72 12699.4079 2 010^-4 2 2

msdu

AP STA14 512 200AC_VIno 1 106.2879315180.0101 54 10889.2723 2 010^-4 2 2

msdu

AP STA15 512 200AC_VIno 1 2722.190775030.0013 96 126 117.1 8 010^-7 8 8

msdu

AP STA16 512 200AC_VIno 1 27 23.13606930.0005 108 126125.949 8 010^-7 8 8

msdu

AP STA17 512 200AC_VIno 1 2722.282092070.0014 72 126 118.05 8 010^-7 8 8

msdu

AP STA18 1500 200AC_VIno 1 95.908659684 0 126 126 126 5 05*10^-7 5 5

msdu

AP STA19 1500 200AC_VIno 1 95.821557411 1E-07 126 126 126 5 05*10^-7 5 5

msdu

AP STA20 120 30AC_VOno 1 31.6987261640.0002 48 9661.32630.095240.00076 0.05 0.096 0.0952431

msdu

AP STA21 120 30AC_VOno 1 31.6199717250.0003 72 10890.34850.095350.00065 0.05 0.096 0.0953462

msdu

AP STA22 120 30AC_VOno 1 31.7988002830.0003 96 126112.7570.095070.00093 0.05 0.096 0.0950732

msdu

AP STA23 120 30AC_VOno 1 31.7204064880.0001 108 126125.9570.095210.00078 0.05 0.096 0.0952138

msdu

AP STA24 120 30AC_VOno 1 31.6562339610.0003 108 126124.9270.095280.00071 0.05 0.096 0.0952841

msdu

AP STA25 120 30AC_VOno 1 3 1.618480280.0002 72 10889.41230.095340.00066 0.05 0.096 0.0953384

msdu

AP STA26 120 30AC_VOno 1 31.6400278150.0002 72 126 109.360.095340.00066 0.05 0.096 0.0953369

msdu

AP STA27 120 30AC_VOno 1 31.6896269120.0002 54 108 85.6750.095240.00076 0.05 0.096 0.0952424

msdu

AP STA28 120 30AC_VOno 1 3 1.673566710.0002 96 126110.8710.095270.00073 0.05 0.096 0.0952714

msdu

AP STA29 120 30AC_VOno 1 31.5968198120.0001 54 108 75.2730.095390.00061 0.05 0.096 0.0953869

msdu

AP STA30 120 30AC_VOno 1 31.6161791880.0003 54 10895.57380.095370.00063 0.05 0.096 0.0953711

msdu

AP STA31 120 30AC_VOno 1 31.6861327780.0002 54 10865.11610.095260.00074 0.05 0.096 0.0952607

msdu

AP STA32 120 30AC_VOno 1 31.7597925120.0002 54 10887.57530.095150.00084 0.05 0.096 0.0951538

msdu

AP STA33 120 30AC_VOno 1 31.6101460830.0004 96 126118.9060.095390.00061 0.05 0.096 0.0953903

msdu

AP STA34 120 30AC_VOno 1 31.681485364 0 126 126 1260.095260.00073 0.05 0.096 0.095264

msdu

STA20 AP 120 30AC_VOno 1 31.0428557370.0002 48 9661.48450.095973.2E-05 0.05 0.096 0.0959665

msdu

STA21 AP 120 30AC_VOno 1 31.0443598740.0003 72 10890.82570.095963.4E-05 0.05 0.096 0.0959644

msdu

STA22 AP 120 30AC_VOno 1 3 1.042364920.0003 96 126113.1930.095973.2E-05 0.05 0.096 0.0959669

msdu

STA23 AP 120 30AC_VOno 1 31.045630113 9E-05 108 126125.9560.095973.3E-05 0.05 0.096 0.0959654

msdu

STA24 AP 120 30AC_VOno 1 31.0395034580.0003 108 126124.9350.095972.8E-05 0.05 0.096 0.0959699

msdu

STA25 AP 120 30AC_VOno 1 31.0461401560.0002 72 10889.44070.095963.4E-05 0.05 0.096 0.0959648

msdu

STA26 AP 120 30AC_VOno 1 31.0439495750.0002 72 126109.3990.095973.2E-05 0.05 0.096 0.0959661

msdu

STA27 AP 120 30AC_VOno 1 31.0382137740.0002 54 10886.47630.095972.9E-05 0.05 0.096 0.0959696

msdu

STA28 AP 120 30AC_VOno 1 31.0460499380.0002 96 126110.9910.095973.3E-05 0.05 0.096 0.0959654

msdu

STA29 AP 120 30AC_VOno 1 31.0444596780.0001 54 10875.63530.095973.2E-05 0.05 0.096 0.0959665

msdu

STA30 AP 120 30AC_VOno 1 31.0394272750.0003 54 10895.70630.09597 3E-05 0.05 0.096 0.0959688

msdu

STA31 AP 120 30AC_VOno 1 31.0421889760.0002 54 10865.50040.095973.1E-05 0.05 0.096 0.0959678

msdu

STA32 AP 120 30AC_VOno 1 31.0459657190.0002 54 10887.79140.095973.3E-05 0.05 0.096 0.0959657

msdu

STA33 AP 120 30AC_VOno 1 31.0462984810.0004 96 126 119.050.095973.2E-05 0.05 0.096 0.0959664

msdu

STA34 AP 120 30AC_VOno 1 31.039174851 0 126 126 1260.095972.8E-05 0.05 0.096 0.0959707

total

48 126110.0748.0290.0113 64.883.160530.15803 44.8687

3.142490.15712

CC18 CC19 

CC24

MAC 

efficiency

48.029/110.07

=

60000s of simulation 

time is sufficient to 

send more than 10/PLR 

MSDUs for all flows

CC3: 48.029Mbps

CC20 

metric 1: 

48.040Mbps

metric 2: 

48.029Mbps

CC19

All 39 

flows 

(100%)sati

sfy their 

CC18 with TCP ACK

CC18 without TCP ACK



 EMBED Excel.Sheet.8  [image: image81.emf]SS6 simulation results for HCCA

Simulation time: 60000s

beacon interval : 100ms

flow MSDUs per#agg frm/ PHY rate output data nominalGoodput

MSDUdelay agg frame #msdu PER (Mbps) rate

type from to size (ms)

min max min max av

ok lost required(Mbps) non-Qos Goodput/QoS

(byte)

(Mbps) (PLR) PLR

(load)

total load

msdu

AP STA1 300 1 46 11.41681605 0.00552 54 96 67.6435 1.9999954 0 2 1.9999954 0.999998

TCP ack

STA1 AP 60 1 3 1.041050128 0.00153 54 96 68.7524 0.0352303 0 0.0352303

msdu

AP STA2 300 2 48 11.41118275 0.00502 54 108 80.7791 1.9999978 0 2 1.9999978 0.999999

TCP ack

STA2 AP 60 1 3 1.036432272 0.00145 54 108 82.5325 0.0352303 0 0.0352303

msdu

AP STA3 300 2 49 11.36654772 0.00112 108 126 125.992 2 0 2 2 1

TCP ack

STA3 AP 60 1 3 1.026734585 0.00031 108 126 125.993 0.0352303 0 0.0352303

msdu

AP STA4 300 2 50 11.35489661 9E-05 126 126 126 2 0 2 2 1

TCP ack

STA4 AP 60 1 3 1.026524115 2.3E-05 126 126 126 0.0352303 0 0.0352303

msdu

AP STA5 300 2 48 11.40174109 0.0042 54 108 72.7946 1.9999982 0 2 1.9999982 0.999999

TCP ack

STA5 AP 60 1 3 1.03851815 0.0012 54 108 73.7578 0.0352303 0 0.0352303

msdu

AP STA6 300 2 52 11.35387203 0 126 126 126 2 0 2 2 1

TCP ack

STA6 AP 60 1 2 1.026720763 0 126 126 126 0.0352303 0 0.0352303

msdu

AP STA7 300 2 51 11.42356755 0.0061 54 108 87.2683 1.9999971 0 2 1.9999971 0.999999

TCP ack

STA7 AP 60 1 3 1.034993483 0.00171 54 108 89.1364 0.0352303 0 0.0352303

msdu

AP STA8 300 2 55 11.36174526 0.00069 126 126 126 1.9999998 0 2 1.9999998 1

TCP ack

STA8 AP 60 1 3 1.02671162 0.00019 126 126 126 0.0352303 0 0.0352303

msdu

AP STA9 300 2 56 11.40211382 0.00423 108 126 125.573 1.9999971 0 2 1.9999971 0.999999

TCP ack

STA9 AP 60 1 3 1.027277116 0.00117 108 126 125.629 0.0352303 0 0.0352303

msdu

AP STA10 300 2 53 11.43489074 0.00709 72 126 97.1716 1.9999939 0 2 1.9999939 0.999997

TCP ack

STA10 AP 60 1 4 1.03247858 0.00198 72 126 98.1106 0.0352303 0 0.0352303

msdu

AP STA11 512 200 1 24 7.408379029 0.01109 72 126 97.3164 2 010^-4 2 2

msdu

AP STA12 512 200 1 19 4.937365681 0.01077 54 126 97.4631 2 010^-4 2 2

msdu

AP STA13 512 200 1 21 7.406074787 0.01078 72 126 99.1274 2 010^-4 2 2

msdu

AP STA14 512 200 1 20 4.93189132 0.00967 54 108 88.8973 2 010^-4 2 2

msdu

AP STA15 512 200 1 41 22.00739743 0.0013 96 126 116.9 8 010^-7 8 8

msdu

AP STA16 512 200 1 41 23.98577707 0.00037 108 126 125.941 8 010^-7 8 8

msdu

AP STA17 512 200 1 41 24.00988188 0.00138 72 126 117.92 8 010^-7 8 8

msdu

AP STA18 1500 200 1 13 7.033205451 0 126 126 126 5 05*10^-7 5 5

msdu

AP STA19 1500 200 1 14 7.033204316 1.2E-07 126 126 126 5 05*10^-7 5 5

msdu

AP STA20 120 30 1 3 1.920314656 0.00016 48 96 61.307 0.0942838 0.00172 0.05 0.096 0.09428384

msdu

AP STA21 120 30 1 3 1.920300211 0.00026 72 108 90.2651 0.0942917 0.00171 0.05 0.096 0.09429171

msdu

AP STA22 120 30 1 3 1.920947203 0.00027 96 126 112.71 0.0942679 0.00173 0.05 0.096 0.09426789

msdu

AP STA23 120 30 1 3 1.923326563 9E-05 108 126 125.957 0.0942745 0.00173 0.05 0.096 0.09427453

msdu

AP STA24 120 30 1 3 1.924330395 0.0003 108 126 124.921 0.094274 0.00173 0.05 0.096 0.09427395

msdu

AP STA25 120 30 1 3 1.927080632 0.00024 72 108 89.2927 0.0942673 0.00173 0.05 0.096 0.09426726

msdu

AP STA26 120 30 1 3 1.922952241 0.0002 72 126 109.33 0.0942647 0.00174 0.05 0.096 0.09426472

msdu

AP STA27 120 30 1 3 1.931500154 0.00021 54 108 85.5294 0.0942522 0.00175 0.05 0.096 0.09425224

msdu

AP STA28 120 30 1 3 1.928032994 0.00022 96 126 110.87 0.0942632 0.00174 0.05 0.096 0.09426318

msdu

AP STA29 120 30 1 3 1.924045234 0.00012 54 108 75.2166 0.0942522 0.00175 0.05 0.096 0.09425218

msdu

AP STA30 120 30 1 3 1.926106173 0.00032 54 108 95.5093 0.0942276 0.00177 0.05 0.096 0.09422765

msdu

AP STA31 120 30 1 3 1.932973157 0.00015 54 108 65.136 0.0942454 0.00175 0.05 0.096 0.09424541

msdu

AP STA32 120 30 1 3 1.927388108 0.00024 54 108 87.5057 0.0942614 0.00174 0.05 0.096 0.09426144

msdu

AP STA33 120 30 1 3 1.928331215 0.0004 96 126 118.891 0.0941743 0.00183 0.05 0.096 0.09417427

msdu

AP STA34 120 30 1 3 1.943935379 0 126 126 126 0.0942066 0.00179 0.05 0.096 0.09420659

msdu

STA20 AP 120 30 1 3 1.916781642 0.00016 48 96 61.3109 0.0942996 0.0017 0.05 0.096 0.09429955

msdu

STA21 AP 120 30 1 3 1.917590403 0.00026 72 108 90.2593 0.0942994 0.0017 0.05 0.096 0.09429938

msdu

STA22 AP 120 30 1 3 1.921953903 0.00028 96 126 112.731 0.0942836 0.00172 0.05 0.096 0.09428355

msdu

STA23 AP 120 30 1 3 1.920871541 0.0001 108 126 125.957 0.094303 0.0017 0.05 0.096 0.09430301

msdu

STA24 AP 120 30 1 3 1.922693709 0.00031 108 126 124.92 0.0942773 0.00172 0.05 0.096 0.09427731

msdu

STA25 AP 120 30 1 3 1.922150184 0.00024 72 108 89.27 0.0942879 0.00171 0.05 0.096 0.09428792

msdu

STA26 AP 120 30 1 3 1.924316888 0.0002 72 126 109.315 0.0942666 0.00173 0.05 0.096 0.09426659

msdu

STA27 AP 120 30 1 3 1.924072879 0.00021 54 108 85.5942 0.0942396 0.00176 0.05 0.096 0.09423958

msdu

STA28 AP 120 30 1 3 1.926952356 0.0002 96 126 110.869 0.094266 0.00173 0.05 0.096 0.09426597

msdu

STA29 AP 120 30 1 3 1.926926477 0.00012 54 108 75.271 0.0942633 0.00174 0.05 0.096 0.09426328

msdu

STA30 AP 120 30 1 3 1.928521617 0.00029 54 108 95.5076 0.0942188 0.00178 0.05 0.096 0.09421885

msdu

STA31 AP 120 30 1 3 1.927591924 0.00017 54 108 65.1163 0.0942557 0.00174 0.05 0.096 0.0942557

msdu

STA32 AP 120 30 1 3 1.938745913 0.00022 54 108 87.5001 0.0942184 0.00178 0.05 0.096 0.09421843

msdu

STA33 AP 120 30 1 3 1.941109022 0.00041 96 126 118.888 0.0941948 0.00181 0.05 0.096 0.09419477

msdu

STA34 AP 120 30 1 3 1.931769793 0 126 126 126 0.094273 0.00173 0.05 0.096 0.09427302

total

48 126 107.11 65.18 0.0522 64.88 20.3523 1.01761 44.868681

20 1
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SS1 EDCA 2

				SS1 simulation results for EDCA (2/2)

				This simulation gives higher priority to AC_VI from STA

												Simulation time: 70000s

												beacon interval : 100ms

				flow														MSDUs per				#agg frm/				PHY rate						output data								Goodput

										MSDU		delay		acess		use		agg frame				#msdu		PER		(Mbps)												nominal

				type		from		to		size		(ms)		category		rts/		min		max						min		max		av		ok		lost		required		rate		non-Qos		Goodput/		QoS

										(byte)						cts																(Mbps)		(PLR)		PLR		(Mbps)				total load

				msdu		AP		STA1		1500		200		AC_VI		yes		2		26		19.8987101815		0.0001169774		108		126		125.999161		19.2		0		10^-7		19.2						19.2

				msdu		AP		STA3		1500		200		AC_VI		yes		2		26		22.3160271139		0.0001152771		108		126		125.999245		24		0		10^-7		24						24

				msdu		AP		STA4		1500		200		AC_VI		yes		1		18		5.3903927816		0.0196462923		36		126		120.52063		4		0		5*10^-7		4						4

				msdu		AP		STA4		300				AC_BE		no		1		20		7.6423125227		0.0046847281		36		126		120.887779		0.8266646572		0				1		0.8266646572		0.8266646572

				TCP ack		STA4		AP		60				AC_BE		no		1		27		3.1050853612		0.0013694495		36		126		121.135132		0.0158109392		0						0.0158109392

				msdu		AP		STA7		120		30		AC_VO		no		1		3		1.0518313335		0.0002670051		24		108		60.792519		0.0959711551		0.0000274693		.05		0.096						0.0959711551

				msdu		AP		STA8		120		30		AC_VO		no		1		3		1.045401537		0.000275135		24		108		60.717472		0.0959749539		0.0000236705		.05		0.096						0.0959749539

				msdu		AP		STA9		120		30		AC_VO		no		1		3		1.0432623789		0.0002679894		24		108		61.29937		0.0959766956		0.0000219288		.05		0.096						0.0959766956

				msdu		AP		STA10		512		200		AC_VI		no		1		12		6.5795644215		0.0115525349		48		126		95.640259		2		0		10^-4		2						2

				msdu		AP		STA11		418		200		AC_VO		no		1		3		1.0009754797		0.000658637		48		126		103.616501		0.128		0		10^-4		0.128						0.128

				msdu		STA1		AP		64		100		AC_VI		no		1		12		1.2855999287		0.0000078016		108		126		125.999275		0.0600009395		0.0000005412		10^-2		0.06						0.0600009395

				msdu		STA3		AP		64		100		AC_VI		no		1		12		1.2848757093		0.0000086549		108		126		125.999321		0.0600010419		0.0000004389		10^-2		0.06						0.0600010419

				msdu		STA4		STA10		1500				AC_BE		yes		1		22		10.6031663848		0.019785386		24		108		56.680523		8.1865926337		0				30		8.1865926337		0.2728864211

				TCP ack		STA10		STA4		60				AC_BE		no		1		3		1.27195827		0.0013321163		24		108		56.895885		0.0073973591		0						0.0073973591

				msdu		STA5		STA6		512		100		AC_VI		no		1		5		1.2573782889		0.0065312006		24		108		62.765839		0.4999884542		0.0000043885		10^-2		0.5						0.4999884542

				msdu		STA6		STA5		512		100		AC_VI		no		1		5		1.2600305702		0.0064691768		24		108		62.759228		0.4999879276		0.0000049151		10^-2		0.5						0.4999879276

				msdu		STA7		AP		120		30		AC_VO		no		1		3		1.0529238857		0.0002641052		24		108		60.786621		0.0959350459		0.0000635785		.05		0.096						0.0959350459

				msdu		STA8		AP		120		30		AC_VO		no		1		3		1.0526343502		0.0002573927		24		108		60.70393		0.0959340173		0.0000646071		.05		0.096						0.0959340173

				msdu		STA9		AP		120		30		AC_VO		no		1		3		1.0524581938		0.0002552456		24		108		61.278637		0.0959354847		0.0000631397		.05		0.096						0.0959354847

				msdu		STA10		AP		512		50		AC_BK		no		1		8		1.0600084515		0.0107564575		48		126		96.034897		1		0		10^-4		1						1

				msdu		STA11		STA10		50		16		AC_BK		no		1		20		2.1279715583		0.0001513058		54		126		104.896362		0.4999451389		0.0000476965		10^-4		0.5						0.4999451389

				total														1		29						24		126		102.35		61.5601164438		0.0003223741				83.524		9.0364655892		0.29149889		52.5236508546

																																								9.0132572909		0.2907502352
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SS1 HCCA

				SS1 simulation results for HCCA

												Simulation time: 70000s

												beacon interval : 100ms

				flow										MSDUs per				#agg frm/				PHY rate						output data								Goodput

										MSDU		delay		agg frame				#msdu		PER		(Mbps)												nominal

				type		from		to		size		(ms)		min		max						min		max		av		ok		lost		required		rate		non-Qos		Goodput/		QoS

										(byte)																		(Mbps)		(PLR)		PLR		(Mbps)				total load

				msdu		AP		STA1		1500		200		1		27		24.3453866472		0.0001178165		108		126		125.999252		19.2		0		10^-7		19.2						19.2

				msdu		AP		STA3		1500		200		1		27		24.1399587253		0.0001130321		108		126		125.999428		24		0		10^-7		24						24

				msdu		AP		STA4		1500		200		1		27		12.2886997907		0.0195474188		36		126		120.514252		4		0		5*10^-7		4						4

				msdu		AP		STA4		300				1		32		3.3073103193		0.0044767487		36		126		120.776978		0.9999856531		0				1		0.9999856531		0.9999856531

				TCP ack		STA4		AP		60				1		3		1.0253648829		0.0013281421		36		126		121.319687		0.0607431642		0						0.0607431642

				msdu		AP		STA7		120		30		1		3		1.9176811382		0.0002612818		24		108		60.249489		0.0942958287		0.0009026065		.05		0.096						0.0942958287

				msdu		AP		STA8		120		30		1		3		1.8930699628		0.0002697677		24		108		60.180748		0.0942765741		0.000839988		.05		0.096						0.0942765741

				msdu		AP		STA9		120		30		1		3		1.8928744968		0.0002708136		24		108		60.736683		0.0942667411		0.0008016708		.05		0.096						0.0942667411

				msdu		AP		STA10		512		200		1		32		9.5148898776		0.0110494106		48		126		94.574425		2		0		10^-4		2						2

				msdu		AP		STA11		418		200		1		3		1.1876009287		0.0006768993		48		126		103.487038		0.128		0		10^-4		0.128						0.128

				msdu		STA1		AP		64		100		1		4		1.4946010624		0.000008411		108		126		125.999237		0.06		0		10^-2		0.06						0.06

				msdu		STA3		AP		64		100		1		11		4.8395569583		0.0000107271		108		126		125.999336		0.06		0		10^-2		0.06						0.06

				msdu		STA4		STA10		1500				1		23		11.6879055417		0.019907134		24		108		57.14817		17.4041821263		0				30		17.4041821263		0.5801394042

				TCP ack		STA10		STA4		60				1		4		1.5146844821		0.0013023988		24		108		56.596848		0.060772862		0						0.060772862

				msdu		STA5		STA6		512		100		1		12		4.4394303701		0.0064525491		24		108		62.203449		0.5		0		10^-2		0.5						0.5

				msdu		STA6		STA5		512		100		1		12		4.439886169		0.0065559419		24		108		62.216755		0.5		0		10^-2		0.5						0.5

				msdu		STA7		AP		120		30		1		3		1.8934161822		0.000275561		24		108		60.258045		0.094284158		0.0002803983		.05		0.096						0.094284158

				msdu		STA8		AP		120		30		1		3		1.8930117743		0.0002657192		24		108		60.182747		0.0942686337		0.0002799868		.05		0.096						0.0942686337

				msdu		STA9		AP		120		30		1		3		1.8928495028		0.0002776679		24		108		60.739326		0.0942598155		0.0002748852		.05		0.096						0.0942598155

				msdu		STA10		AP		512		50		1		6		1.489287414		0.0108119415		48		126		95.655052		1		0		10^-4		1						1

				msdu		STA11		STA10		50		16		1		20		4.0999400736		0.0001668846		54		126		104.311462		0.4998956622		0.0000001143		10^-4		0.5						0.4998956622

				total										1		29						24		126		93.83		71.039231219		0.0033796499				83.524		18.5256838056		0.5976027034		52.5135474134

																																				18.4041677794		0.5936828316
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SS6 HCCA

				SS6 simulation results for HCCA

												Simulation time: 60000s

												beacon interval : 100ms

				flow										MSDUs per				#agg frm/				PHY rate						output data						nominal		Goodput

										MSDU		delay		agg frame				#msdu		PER		(Mbps)												rate

				type		from		to		size		(ms)		min		max						min		max		av		ok		lost		required		(Mbps)		non-Qos		Goodput/		QoS

										(byte)																		(Mbps)		(PLR)		PLR		(load)				total load

				msdu		AP		STA1		300				1		46		11.4168160458		0.0055150878		54		96		67.643456		1.99999544		0				2		1.99999544		0.99999772

				TCP ack		STA1		AP		60				1		3		1.0410501283		0.0015320123		54		96		68.752434		0.035230256		0						0.035230256

				msdu		AP		STA2		300				2		48		11.4111827465		0.0050234234		54		108		80.779129		1.9999978		0				2		1.9999978		0.9999989

				TCP ack		STA2		AP		60				1		3		1.0364322718		0.0014505074		54		108		82.532516		0.035230272		0						0.035230272

				msdu		AP		STA3		300				2		49		11.3665477235		0.001115195		108		126		125.992088		1.99999996		0				2		1.99999996		0.99999998

				TCP ack		STA3		AP		60				1		3		1.0267345852		0.0003073684		108		126		125.993118		0.035230272		0						0.035230272

				msdu		AP		STA4		300				2		50		11.3548966071		0.0000902319		126		126		126		2		0				2		2		1

				TCP ack		STA4		AP		60				1		3		1.0265241151		0.0000233884		126		126		126		0.035230272		0						0.035230272

				msdu		AP		STA5		300				2		48		11.4017410936		0.0041993153		54		108		72.794609		1.99999816		0				2		1.99999816		0.99999908

				TCP ack		STA5		AP		60				1		3		1.03851815		0.0011968535		54		108		73.757805		0.035230272		0						0.035230272

				msdu		AP		STA6		300				2		52		11.3538720337		0		126		126		126		2		0				2		2		1

				TCP ack		STA6		AP		60				1		2		1.0267207626		0		126		126		126		0.035230272		0						0.035230272

				msdu		AP		STA7		300				2		51		11.4235675501		0.0061024602		54		108		87.268326		1.99999712		0				2		1.99999712		0.99999856

				TCP ack		STA7		AP		60				1		3		1.0349934834		0.0017067481		54		108		89.136444		0.035230272		0						0.035230272

				msdu		AP		STA8		300				2		55		11.3617452627		0.0006930394		126		126		126		1.99999984		0				2		1.99999984		0.99999992

				TCP ack		STA8		AP		60				1		3		1.0267116204		0.0001936595		126		126		126		0.035230272		0						0.035230272

				msdu		AP		STA9		300				2		56		11.402113819		0.0042321787		108		126		125.573486		1.99999708		0				2		1.99999708		0.99999854

				TCP ack		STA9		AP		60				1		3		1.0272771161		0.0011710282		108		126		125.628975		0.035230264		0						0.035230264

				msdu		AP		STA10		300				2		53		11.4348907371		0.0070878062		72		126		97.171646		1.99999388		0				2		1.99999388		0.99999694

				TCP ack		STA10		AP		60				1		4		1.0324785801		0.0019786911		72		126		98.110626		0.035230256		0						0.035230256

				msdu		AP		STA11		512		200		1		24		7.4083790294		0.0110852293		72		126		97.316437		2		0		10^-4		2						2

				msdu		AP		STA12		512		200		1		19		4.9373656813		0.0107728869		54		126		97.46312		2		0		10^-4		2						2

				msdu		AP		STA13		512		200		1		21		7.4060747873		0.010777797		72		126		99.127365		2		0		10^-4		2						2

				msdu		AP		STA14		512		200		1		20		4.9318913197		0.0096748524		54		108		88.897346		2		0		10^-4		2						2

				msdu		AP		STA15		512		200		1		41		22.0073974282		0.0013014124		96		126		116.900085		8		0		10^-7		8						8

				msdu		AP		STA16		512		200		1		41		23.9857770723		0.0003730149		108		126		125.941315		8		0		10^-7		8						8

				msdu		AP		STA17		512		200		1		41		24.009881879		0.0013767983		72		126		117.919945		8		0		10^-7		8						8

				msdu		AP		STA18		1500		200		1		13		7.0332054509		0		126		126		126		5		0		5*10^-7		5						5

				msdu		AP		STA19		1500		200		1		14		7.0332043162		0.00000012		126		126		126		5		0		5*10^-7		5						5

				msdu		AP		STA20		120		30		1		3		1.9203146555		0.0001633947		48		96		61.306999		0.09428384		0.00171616		0.05		0.096						0.09428384

				msdu		AP		STA21		120		30		1		3		1.9203002111		0.0002590437		72		108		90.265076		0.094291712		0.001708288		0.05		0.096						0.094291712

				msdu		AP		STA22		120		30		1		3		1.9209472033		0.000271832		96		126		112.709694		0.094267888		0.001732112		0.05		0.096						0.094267888

				msdu		AP		STA23		120		30		1		3		1.9233265629		0.0000896026		108		126		125.956665		0.094274528		0.001725472		0.05		0.096						0.094274528

				msdu		AP		STA24		120		30		1		3		1.9243303954		0.0002962401		108		126		124.92083		0.094273952		0.001726048		0.05		0.096						0.094273952

				msdu		AP		STA25		120		30		1		3		1.9270806321		0.0002380748		72		108		89.292694		0.094267264		0.001732736		0.05		0.096						0.094267264

				msdu		AP		STA26		120		30		1		3		1.9229522411		0.0001987199		72		126		109.329651		0.09426472		0.00173528		0.05		0.096						0.09426472

				msdu		AP		STA27		120		30		1		3		1.9315001537		0.0002080791		54		108		85.529411		0.09425224		0.00174776		0.05		0.096						0.09425224

				msdu		AP		STA28		120		30		1		3		1.9280329937		0.0002180652		96		126		110.870033		0.094263184		0.001736816		0.05		0.096						0.094263184

				msdu		AP		STA29		120		30		1		3		1.924045234		0.0001237378		54		108		75.216553		0.094252176		0.001747824		0.05		0.096						0.094252176

				msdu		AP		STA30		120		30		1		3		1.9261061727		0.0003209916		54		108		95.509308		0.094227648		0.001772352		0.05		0.096						0.094227648

				msdu		AP		STA31		120		30		1		3		1.9329731567		0.000154127		54		108		65.136017		0.094245408		0.001754592		0.05		0.096						0.094245408

				msdu		AP		STA32		120		30		1		3		1.9273881084		0.0002399557		54		108		87.505661		0.09426144		0.00173856		0.05		0.096						0.09426144

				msdu		AP		STA33		120		30		1		3		1.928331215		0.000395875		96		126		118.890579		0.094174272		0.001825728		0.05		0.096						0.094174272

				msdu		AP		STA34		120		30		1		3		1.943935379		0		126		126		126		0.094206592		0.001793408		0.05		0.096						0.094206592

				msdu		STA20		AP		120		30		1		3		1.9167816421		0.0001606536		48		96		61.310863		0.094299552		0.001700448		0.05		0.096						0.094299552

				msdu		STA21		AP		120		30		1		3		1.917590403		0.0002574964		72		108		90.259285		0.094299376		0.001700624		0.05		0.096						0.094299376

				msdu		STA22		AP		120		30		1		3		1.9219539028		0.0002807761		96		126		112.731148		0.094283552		0.001716448		0.05		0.096						0.094283552

				msdu		STA23		AP		120		30		1		3		1.9208715406		0.0001024677		108		126		125.956665		0.094303008		0.001696992		0.05		0.096						0.094303008

				msdu		STA24		AP		120		30		1		3		1.9226937094		0.0003094591		108		126		124.920494		0.094277312		0.001722688		0.05		0.096						0.094277312

				msdu		STA25		AP		120		30		1		3		1.922150184		0.0002442982		72		108		89.270035		0.09428792		0.00171208		0.05		0.096						0.09428792

				msdu		STA26		AP		120		30		1		3		1.9243168878		0.0002017699		72		126		109.315178		0.094266592		0.001733408		0.05		0.096						0.094266592

				msdu		STA27		AP		120		30		1		3		1.924072879		0.0002099738		54		108		85.594193		0.094239584		0.001760416		0.05		0.096						0.094239584

				msdu		STA28		AP		120		30		1		3		1.926952356		0.0002019409		96		126		110.868904		0.094265968		0.001734032		0.05		0.096						0.094265968

				msdu		STA29		AP		120		30		1		3		1.9269264768		0.0001179535		54		108		75.270973		0.09426328		0.00173672		0.05		0.096						0.09426328

				msdu		STA30		AP		120		30		1		3		1.9285216169		0.0002935281		54		108		95.507622		0.094218848		0.001781152		0.05		0.096						0.094218848

				msdu		STA31		AP		120		30		1		3		1.9275919242		0.0001678556		54		108		65.116333		0.094255696		0.001744304		0.05		0.096						0.094255696

				msdu		STA32		AP		120		30		1		3		1.9387459127		0.0002247887		54		108		87.500069		0.094218432		0.001781568		0.05		0.096						0.094218432

				msdu		STA33		AP		120		30		1		3		1.9411090223		0.0004088576		96		126		118.887794		0.094194768		0.001805232		0.05		0.096						0.094194768

				msdu		STA34		AP		120		30		1		3		1.9317697927		0		126		126		126		0.094273024		0.001726976		0.05		0.096						0.094273024

				total																		48		126		107.109		65.180035736		0.052246224				64.88		20.35228196		1.017614098		44.8686814937

																																				19.99997928		0.999998964



CC18

CC19

60000s of simulation time is sufficient to send more than 10/PLR MSDUs for all flows

CC24
MAC efficiency
65.18/107.11=
60.85%

CC3: 65.18Mbps
CC20 
metric 1: 65.23Mbps
metric 2: 65.18Mbps
metric 3: 65.23Mbps

CC19
All 39 flows (100%)satisfy their QoS Objective

CC18 with TCP ACK
CC18 without TCP ACK




_1153895860.xls
SS6 EDCA

				SS6 simulation results for EDCA

												Simulation time: 60000s

												beacon interval : 100ms

				flow														MSDUs per				#agg frm/				PHY rate						output data						nominal		Goodput

										MSDU		delay		acess		use		agg frame				#msdu		PER		(Mbps)												rate

				type		from		to		size		(ms)		category		rts/		min		max						min		max		av		ok		lost		required		(Mbps)		non-Qos		Goodput/		QoS

										(byte)						cts																(Mbps)		(PLR)		PLR		(load)				total load

				msdu		AP		STA1		300				AC_BE		no		1		7		4.8012393089		0.005376726		54		96		68.139015		0.3433075497		0				2		0.3433075497		0.1716537749

				TCP ack		STA1		AP		60				AC_BE		no		1		4		1.003895749		0.0014583617		54		96		68.022614		0.002875696		0						0.002875696

				msdu		AP		STA2		300				AC_BE		no		1		8		5.7839091355		0.0052978134		54		108		81.614777		0.3335787521		0				2		0.3335787521		0.1667893761

				TCP ack		STA2		AP		60				AC_BE		no		1		3		1.0013070543		0.0013225691		54		108		81.998772		0.0023196413		0						0.0023196413

				msdu		AP		STA3		300				AC_BE		no		1		10		9.9633189682		0.0010670274		108		126		125.992264		0.2914476553		0				2		0.2914476553		0.1457238277

				TCP ack		STA3		AP		60				AC_BE		no		1		2		1.0595253552		0.0003095736		108		126		125.993027		0.0012400113		0						0.0012400113

				msdu		AP		STA4		300				AC_BE		no		1		10		9.9654009638		0.0000910379		126		126		126		0.2917152509		0				2		0.2917152509		0.1458576254

				TCP ack		STA4		AP		60				AC_BE		no		1		2		1.0596232092		0.0000193606		126		126		126		0.0012395873		0						0.0012395873

				msdu		AP		STA5		300				AC_BE		no		1		8		5.1287690267		0.0041618519		54		108		73.248566		0.3158220885		0				2		0.3158220885		0.1579110442

				TCP ack		STA5		AP		60				AC_BE		no		1		3		1.0021203381		0.0011564503		54		108		73.358788		0.0024736387		0						0.0024736387

				msdu		AP		STA6		300				AC_BE		no		1		10		9.9654046373		0		126		126		126		0.2917383305		0				2		0.2917383305		0.1458691652

				TCP ack		STA6		AP		60				AC_BE		no		1		2		1.0587817245		0		126		126		126		0.0012394993		0						0.0012394993

				msdu		AP		STA7		300				AC_BE		no		1		8		6.3227234801		0.0063197331		54		108		88.135048		0.352394438		0				2		0.352394438		0.176197219

				TCP ack		STA7		AP		60				AC_BE		no		1		3		1.0013470077		0.0017188612		54		108		88.310356		0.0022440985		0						0.0022440985

				msdu		AP		STA8		300				AC_BE		no		1		10		9.964458895		0.0006671195		126		126		126		0.2916821314		0				2		0.2916821314		0.1458410657

				TCP ack		STA8		AP		60				AC_BE		no		1		2		1.0596768245		0.0001997938		126		126		126		0.0012410113		0						0.0012410113

				msdu		AP		STA9		300				AC_BE		no		1		10		9.9159592911		0.0040680331		108		126		125.62159		0.2900567586		0				2		0.2900567586		0.1450283793

				TCP ack		STA9		AP		60				AC_BE		no		1		2		1.0591962284		0.0011706288		108		126		125.627235		0.0012422993		0						0.0012422993

				msdu		AP		STA10		300				AC_BE		no		1		10		7.1342325636		0.0070043243		72		126		97.81411		0.3407501524		0				2		0.3407501524		0.1703750762

				TCP ack		STA10		AP		60				AC_BE		no		1		3		1.0037037962		0.0019445734		72		126		96.984116		0.0019256879		0						0.0019256879

				msdu		AP		STA11		512		200		AC_VI		no		1		12		6.4248255823		0.0112378227		72		126		97.600075		2		0		10^-4		2						2

				msdu		AP		STA12		512		200		AC_VI		no		1		12		6.4733308496		0.0110512465		54		126		97.650116		2		0		10^-4		2						2

				msdu		AP		STA13		512		200		AC_VI		no		1		12		6.6045950419		0.0109453107		72		126		99.407921		2		0		10^-4		2						2

				msdu		AP		STA14		512		200		AC_VI		no		1		10		6.2879315184		0.0101285463		54		108		89.272316		2		0		10^-4		2						2

				msdu		AP		STA15		512		200		AC_VI		no		1		27		22.1907750327		0.0013155322		96		126		117.099709		8		0		10^-7		8						8

				msdu		AP		STA16		512		200		AC_VI		no		1		27		23.136069296		0.0005402605		108		126		125.948936		8		0		10^-7		8						8

				msdu		AP		STA17		512		200		AC_VI		no		1		27		22.2820920726		0.0013604507		72		126		118.050362		8		0		10^-7		8						8

				msdu		AP		STA18		1500		200		AC_VI		no		1		9		5.9086596844		0		126		126		126		5		0		5*10^-7		5						5

				msdu		AP		STA19		1500		200		AC_VI		no		1		9		5.8215574108		0.00000012		126		126		126		5		0		5*10^-7		5						5

				msdu		AP		STA20		120		30		AC_VO		no		1		3		1.6987261644		0.0001647694		48		96		61.326324		0.0952431463		0.0007552514		0.05		0.096						0.0952431463

				msdu		AP		STA21		120		30		AC_VO		no		1		3		1.6199717247		0.0002543302		72		108		90.348457		0.0953462165		0.0006521811		0.05		0.096						0.0953462165

				msdu		AP		STA22		120		30		AC_VO		no		1		3		1.7988002829		0.0002631341		96		126		112.75705		0.0950731971		0.0009252006		0.05		0.096						0.0950731971

				msdu		AP		STA23		120		30		AC_VO		no		1		3		1.7204064878		0.0001003099		108		126		125.957291		0.0952137708		0.0007846269		0.05		0.096						0.0952137708

				msdu		AP		STA24		120		30		AC_VO		no		1		3		1.6562339611		0.0002811802		108		126		124.927185		0.0952841376		0.0007142601		0.05		0.096						0.0952841376

				msdu		AP		STA25		120		30		AC_VO		no		1		3		1.6184802798		0.0002243256		72		108		89.412277		0.0953383927		0.000660005		0.05		0.096						0.0953383927

				msdu		AP		STA26		120		30		AC_VO		no		1		3		1.6400278152		0.0001961467		72		126		109.360069		0.0953369047		0.000661493		0.05		0.096						0.0953369047

				msdu		AP		STA27		120		30		AC_VO		no		1		3		1.6896269116		0.0002028902		54		108		85.675041		0.0952424103		0.0007559874		0.05		0.096						0.0952424103

				msdu		AP		STA28		120		30		AC_VO		no		1		3		1.6735667098		0.0002144114		96		126		110.870697		0.0952714018		0.0007269959		0.05		0.096						0.0952714018

				msdu		AP		STA29		120		30		AC_VO		no		1		3		1.5968198119		0.0001225993		54		108		75.273048		0.0953869359		0.0006114618		0.05		0.096						0.0953869359

				msdu		AP		STA30		120		30		AC_VO		no		1		3		1.6161791879		0.0003129475		54		108		95.57383		0.0953711441		0.0006272535		0.05		0.096						0.0953711441

				msdu		AP		STA31		120		30		AC_VO		no		1		3		1.6861327778		0.0001598698		54		108		65.116142		0.095260714		0.0007376837		0.05		0.096						0.095260714

				msdu		AP		STA32		120		30		AC_VO		no		1		3		1.7597925115		0.0002187101		54		108		87.575294		0.0951538198		0.0008445779		0.05		0.096						0.0951538198

				msdu		AP		STA33		120		30		AC_VO		no		1		3		1.6101460825		0.0003894831		96		126		118.906403		0.0953902958		0.0006081018		0.05		0.096						0.0953902958

				msdu		AP		STA34		120		30		AC_VO		no		1		3		1.6814853641		0		126		126		126		0.0952640259		0.0007343717		0.05		0.096						0.0952640259

				msdu		STA20		AP		120		30		AC_VO		no		1		3		1.0428557372		0.0001515274		48		96		61.484543		0.0959664942		0.0000319035		0.05		0.096						0.0959664942

				msdu		STA21		AP		120		30		AC_VO		no		1		3		1.0443598743		0.0002605245		72		108		90.825737		0.0959643662		0.0000340314		0.05		0.096						0.0959643662

				msdu		STA22		AP		120		30		AC_VO		no		1		3		1.0423649204		0.0002773475		96		126		113.192719		0.0959668622		0.0000315355		0.05		0.096						0.0959668622

				msdu		STA23		AP		120		30		AC_VO		no		1		3		1.0456301131		0.0000906896		108		126		125.955795		0.0959654222		0.0000329754		0.05		0.096						0.0959654222

				msdu		STA24		AP		120		30		AC_VO		no		1		3		1.0395034582		0.0002989993		108		126		124.934914		0.0959699341		0.0000284635		0.05		0.096						0.0959699341

				msdu		STA25		AP		120		30		AC_VO		no		1		3		1.0461401562		0.0002331938		72		108		89.440697		0.0959648302		0.0000335674		0.05		0.096						0.0959648302

				msdu		STA26		AP		120		30		AC_VO		no		1		3		1.0439495747		0.0001900278		72		126		109.398926		0.0959661102		0.0000322875		0.05		0.096						0.0959661102

				msdu		STA27		AP		120		30		AC_VO		no		1		3		1.038213774		0.0002026863		54		108		86.476273		0.0959696461		0.0000287515		0.05		0.096						0.0959696461

				msdu		STA28		AP		120		30		AC_VO		no		1		3		1.0460499381		0.0002106947		96		126		110.990646		0.0959653902		0.0000330074		0.05		0.096						0.0959653902

				msdu		STA29		AP		120		30		AC_VO		no		1		3		1.0444596775		0.0001131915		54		108		75.635307		0.0959665102		0.0000318875		0.05		0.096						0.0959665102

				msdu		STA30		AP		120		30		AC_VO		no		1		3		1.0394272746		0.0003066672		54		108		95.706291		0.0959687981		0.0000295995		0.05		0.096						0.0959687981

				msdu		STA31		AP		120		30		AC_VO		no		1		3		1.0421889764		0.0001680254		54		108		65.500389		0.0959677582		0.0000306395		0.05		0.096						0.0959677582

				msdu		STA32		AP		120		30		AC_VO		no		1		3		1.0459657189		0.000221693		54		108		87.791428		0.0959657102		0.0000326875		0.05		0.096						0.0959657102

				msdu		STA33		AP		120		30		AC_VO		no		1		3		1.0462984808		0.0003981407		96		126		119.049713		0.0959664302		0.0000319675		0.05		0.096						0.0959664302

				msdu		STA34		AP		120		30		AC_VO		no		1		3		1.0391748512		0		126		126		126		0.0959707181		0.0000276795		0.05		0.096						0.0959707181

				total																						48		126		110.0686		48.029215772		0.0112704359				64.88		3.1605342783		0.1580267139		44.8686814937

																																								3.1424931074		0.1571246554
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SS1 EDCA 1

				SS1 simulation results for EDCA (1/2)

				This simulation gives higher priority to AC_VI from STA

												Simulation time: 70000s

												beacon interval : 100ms

				flow														MSDUs per				#agg frm/				PHY rate						output data								Goodput

										MSDU		delay		acess		use		agg frame				#msdu		PER		(Mbps)												nominal

				type		from		to		size		(ms)		category		rts/		min		max						min		max		av		ok		lost		required		rate		non-Qos		Goodput/		QoS

										(byte)						cts																(Mbps)		(PLR)		PLR		(Mbps)				total load

				msdu		AP		STA1		1500		200		AC_VI		yes		2		25		16.1887262461		0.0001143441		108		126		125.999153		19.2		0		10^-7		19.2						19.2

				msdu		AP		STA3		1500		200		AC_VI		yes		3		25		19.2057348542		0.0001161466		108		126		125.99929		24		0		10^-7		24						24

				msdu		AP		STA4		1500		200		AC_VI		yes		1		18		4.0878129142		0.019633857		36		126		120.516258		4		0		5*10^-7		4						4

				msdu		AP		STA4		300				AC_BE		no		1		20		9.1661051308		0.0047546534		48		126		120.925278		0.7541593656		0				1		0.7541593656		0.7541593656

				TCP ack		STA4		AP		60				AC_BE		no		1		20		3.0421385699		0.0014356891		54		126		121.136391		0.0111124168		0						0.0111124168

				msdu		AP		STA7		120		30		AC_VO		no		1		3		1.2257024186		0.0002759477		24		108		60.462494		0.095096018		0.0009026065		.05		0.096						0.095096018

				msdu		AP		STA8		120		30		AC_VO		no		1		3		1.2068615651		0.0002687082		24		108		60.38879		0.0951586365		0.000839988		.05		0.096						0.0951586365

				msdu		AP		STA9		120		30		AC_VO		no		1		3		1.199650921		0.0002589531		24		108		60.958706		0.0951969537		0.0008016708		.05		0.096						0.0951969537

				msdu		AP		STA10		512		200		AC_VI		no		1		12		5.5123897453		0.0112822751		48		126		95.364334		2		0		10^-4		2						2

				msdu		AP		STA11		418		200		AC_VO		no		1		4		1.0233886278		0.0006653457		48		126		103.602303		0.128		0		10^-4		0.128						0.128

				msdu		STA1		AP		64		100		AC_VI		no		1		3		1.0003292359		0.0000074358		108		126		125.999199		0.06		0		10^-2		0.06						0.06

				msdu		STA3		AP		64		100		AC_VI		no		1		2		1.0003138671		0.0000064607		108		126		125.999313		0.06		0		10^-2		0.06						0.06

				msdu		STA4		STA10		1500				AC_BE		yes		1		22		10.767228681		0.0198177516		24		108		56.748817		5.5872534869		0				30		5.5872534869		0.1862417829

				TCP ack		STA10		STA4		60				AC_BE		no		1		3		1.3004653361		0.0012867517		24		108		56.93536		0.0050506728		0						0.0050506728

				msdu		STA5		STA6		512		100		AC_VI		no		1		3		1.0003702234		0.006484593		24		108		62.888485		0.5		0		10^-2		0.5						0.5

				msdu		STA6		STA5		512		100		AC_VI		no		1		3		1.0004401716		0.0064542114		24		108		62.890312		0.5		0		10^-2		0.5						0.5

				msdu		STA7		AP		120		30		AC_VO		no		1		3		1.0897540361		0.0002622689		24		108		60.505608		0.0957182262		0.0002803983		.05		0.096						0.0957182262

				msdu		STA8		AP		120		30		AC_VO		no		1		3		1.0893980863		0.0002705733		24		108		60.424831		0.0957186377		0.0002799868		.05		0.096						0.0957186377

				msdu		STA9		AP		120		30		AC_VO		no		1		3		1.088263094		0.0002715612		24		108		60.987045		0.0957237393		0.0002748852		.05		0.096						0.0957237393

				msdu		STA10		AP		512		50		AC_VI		no		1		5		1.0172257355		0.0107910427		48		126		96.085396		1		0		10^-4		1						1

				msdu		STA11		STA10		50		16		AC_VI		no		1		20		1.8154074416		0.000150366		54		126		104.814049		0.4999927217		0.0000001143		10^-4		0.5						0.4999927217

				total														1		29						24		126		105.803		58.8781808752		0.0033796499				83.524		6.3575759421		0.2050830949		52.5206049331

																																								6.3414128525		0.2045617049
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SS1 1

		

				SS1 simulation results (1/2)

				This simulation gives higher priority to AC_VI from STA

				Simulation time: 70000s

																beacon interval : 100ms

																Simulation Results

						EDCA Parameters

						Access										flow																PHY rate						MSDUs per				#agg frm/				output data						Goodput

						Category		AIFSN		CWmin		CWmax										nominal		MSDU		delay		acess		use		(Mbps)						agg frame				#msdu		PER		rate(Mbps)

						AC_BE (AP)		3		127		255				type		from		to		rate		size		(ms)		category		rts/		min		max		av		min		max						ok		lost		required		non-Qos		QoS

						AC_BE (STA)		3		127		255										(Mbps)		(byte)						cts																		(PLR)		PLR

						AC_BK (AP)		7		511		1023				msdu		AP		STA1		19.2		1500		200		AC_VI		no		108		126		125.999229		2		30		20.2389570287		0.0001158348		19.2		0		10^-7				19.2

						AC_BK (STA)		7		511		1023				msdu		AP		STA3		24		1500		200		AC_VI		no		108		126		125.999283		1		30		23.4068006596		0.0001180922		24		0		10^-7				24

						AC_VI (AP)		1		31		63				msdu		AP		STA4		4		1500		200		AC_VI		no		36		126		121.418182		1		19		5.193183904		0.0197173569		4		0		5*10^-7				4

						AC_VI (STA)		1		3		7				msdu		AP		STA4		1		300		-1		AC_BE		no		36		126		121.384224		1		20		10.3157092032		0.0047338107		0.6627637332		0				0.6627637332

						AC_VO (AP)		1		31		63				TCP ack		STA4		AP				60				AC_BE		no		54		126		121.45575		1		18		2.5335513181		0.001386409		0.0079271686		0				0.0079271686

						AC_VI (STA)		1		31		63				msdu		AP		STA7		0.096		120		30		AC_VO		no		24		108		61.1073		1		3		1.3664454435		0.0002644375		0.0932220693		0.0027765545		.05				0.0932220693

																msdu		AP		STA8		0.096		120		30		AC_VO		no		24		108		61.034748		1		3		1.3410680272		0.0002724171		0.0933594159		0.0026392079		.05				0.0933594159

																msdu		AP		STA9		0.096		120		30		AC_VO		no		24		108		61.651367		1		3		1.331405866		0.0002643298		0.0934675515		0.0025310723		.05				0.0934675515

																msdu		AP		STA10		2		512		200		AC_VI		no		48		126		97.485077		1		12		6.3355928264		0.0115269506		2		0		10^-4				2

																msdu		AP		STA11		0.128		418		200		AC_VO		no		48		126		105.042351		1		5		1.0639633805		0.0006627367		0.128		0		10^-4				0.128

																msdu		STA1		AP		0.06		64		100		AC_VI		no		108		126		125.999252		1		3		1.0036674758		0.0000080453		0.06		0		10^-2				0.06

																msdu		STA3		AP		0.06		64		100		AC_VI		no		108		126		125.999397		1		3		1.0034820885		0.0000102395		0.06		0		10^-2				0.06

																msdu		STA4		STA10		30		1500		-1		AC_BE		no		24		108		56.923016		1		25		11.6947891894		0.0200145315		4.9061677247		0				4.9061677247

																TCP ack		STA10		STA4				60				AC_BE		no		24		108		57.430573		1		3		1.2952013989		0.0012948211		0.0040936007		0				0.0040936007

																msdu		STA5		STA6		0.5		512		100		AC_VI		no		24		108		64.26371		1		3		0.9977330411		0.0064827447		0.5		0		10^-4				0.5

																msdu		STA6		STA5		0.5		512		100		AC_VI		no		24		108		64.263725		1		3		0.9981649717		0.0065156657		0.5		0		10^-4				0.5

																msdu		STA7		AP		0.096		120		30		AC_VO		no		24		108		61.098057		1		3		1.1500121708		0.0002613396		0.0951143531		0.0008842708		.05				0.0951143531

																msdu		STA8		AP		0.096		120		30		AC_VO		no		24		108		61.024559		1		3		1.1495604172		0.0002685186		0.0951237335		0.0008748903		.05				0.0951237335

																msdu		STA9		AP		0.096		120		30		AC_VO		no		24		108		61.638203		1		3		1.1480206922		0.0002551175		0.0951237884		0.0008748355		.05				0.0951237884

																msdu		STA10		AP		1		512		50		AC_VI		no		48		126		98.543785		1		7		1.0397504041		0.0107975129		1		0		10^-4				1

																msdu		STA11		STA10		0.5		50		16		AC_VI		no		54		126		5.772435		1		20		2.0344984513		0.0001531576		0.4999799182		0.0000129141		10^-4				0.4999799182

																total						83.524										24		126		85.0254391905		1		30						58.0943430573		0.0105937453				5.5809522273		52.5133908299

																																																All flows satisfy their

																																																QoS objectives
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SS1 2

		

				SS1 simulation results (2/2)

				This simulation gives higher priority to AC_VI from STA

				Simulation time: 70000s

																beacon interval : 100ms

																Simulation Results

						EDCA Parameters

						Access										flow																PHY rate						MSDUs per				#agg frm/				output data						Goodput

						Category		AIFSN		CWmin		CWmax										nominal		MSDU		delay		acess		use		(Mbps)						agg frame				#msdu		PER		rate(Mbps)

						AC_BE (AP)		3		127		1023				type		from		to		rate		size		(ms)		category		rts/		min		max		av		min		max						ok		lost		required		non-Qos		QoS

						AC_BE (STA)		3		127		1023										(Mbps)		(byte)						cts																				PLR

						AC_BK (AP)		1		7		15				msdu		AP		STA1		19.2		1500		200		AC_VI		yes		108		126		125.999191		1		29		25.3530066629		0.0001173166		19.2		0		10^-7				19.2

						AC_BK (STA)		1		7		15				msdu		AP		STA3		24		1500		200		AC_VI		yes		108		126		125.999298		1		29		27.2717494151		0.0001163746		24		0		10^-7				24

						AC_VI (AP)		1		63		127				msdu		AP		STA4		4		1500		200		AC_VI		yes		36		126		121.345909		1		18		7.0003038119		0.0197233265		4		0		5*10^-7				4

						AC_VI (STA)		2		63		127				msdu		AP		STA4		1		300				AC_BE		no		36		126		121.381622		1		20		8.3798886898		0.0047049195		0.7194648101		0				0.7194648101

						AC_VO (AP)		1		31		63				TCP ack		STA4		AP				60				AC_BE		no		36		126		121.458786		1		24		2.9075596534		0.0014638866		0.0118756127		0				0.0118756127

						AC_VI (STA)		2		31		63				msdu		AP		STA7		0.096		120		30		AC_VO		no		24		108		61.097996		1		3		1.0817514126		0.0002676929		0.0959805903		0.000018034		.05				0.0959805903

																msdu		AP		STA8		0.096		120		30		AC_VO		no		24		108		61.032288		1		3		1.0712451824		0.0002535503		0.0959822909		0.0000163335		.05				0.0959822909

																msdu		AP		STA9		0.096		120		30		AC_VO		no		24		108		61.642593		1		3		1.0669287816		0.0002623963		0.0959852394		0.000013385		.05				0.0959852394

																msdu		AP		STA10		2		512		200		AC_VI		no		48		126		96.686813		1		12		7.5890791308		0.0117531042		2		0		10^-4				2

																msdu		AP		STA11		0.128		418		200		AC_VO		no		48		126		105.053207		1		2		1.0002123959		0.0006690727		0.128		0		10^-4				0.128

																msdu		STA1		AP		0.06		64		100		AC_VI		no		108		126		125.999313		1		12		1.3206030754		0.0000074358		0.06		0		10^-2				0.06

																msdu		STA3		AP		0.06		64		100		AC_VI		no		108		126		125.999344		1		12		1.3193444518		0.0000076796		0.06		0		10^-2				0.06

																msdu		STA4		STA10		30		1500				AC_BE		yes		24		108		56.975708		1		24		11.445221206		0.0198786823		7.0744403377		0				7.0744403377

																TCP ack		STA10		STA4				60				AC_BE		no		24		108		57.359943		1		3		1.2974680073		0.0012506033		0.0060018409		0				0.0060018409

																msdu		STA5		STA6		0.5		512		100		AC_VI		no		24		108		64.040985		1		5		1.2941782472		0.006454561		0.4999926084		0.0000002341		10^-4				0.4999926084

																msdu		STA6		STA5		0.5		512		100		AC_VI		no		24		108		64.031059		1		5		1.2949292261		0.0065250218		0.5		0		10^-4				0.5

																msdu		STA7		AP		0.096		120		30		AC_VO		no		24		108		61.096973		1		3		1.0478839593		0.0002603925		0.0959869125		0.0000117118		.05				0.0959869125

																msdu		STA8		AP		0.096		120		30		AC_VO		no		24		108		61.023552		1		3		1.0478026557		0.0002623907		0.0959872965		0.0000113278		.05				0.0959872965

																msdu		STA9		AP		0.096		120		30		AC_VO		no		24		108		61.63398		1		3		1.0478525467		0.0002616767		0.0959872828		0.0000113416		.05				0.0959872828

																msdu		STA10		AP		1		512		50		AC_BK		no		48		126		98.539711		1		6		1.0234515677		0.0107983717		1		0		10^-4				1

																msdu		STA11		STA10		0.5		50		16		AC_BK		no		54		126		9.147762		1		20		1.9656348969		0.0001497045		0.499988778		0.0000040571		10^-4				0.499988778

																total						83.524										24		126				1		29						60.3356736		0.0000864248				7.8117826013		52.5238909988

																																																All flows satisfy their

																																																QoS objectives
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SS6

		

				SS6 simulation results

				This simulation gives higher priority to AC_VI from STA

				Simulation time: 60000s

																beacon interval : 100ms

																Simulation Results

						EDCA Parameters

						Access										flow																PHY rate						MSDUs per				#agg frm/				output data						Goodput

						Category		AIFSN		CWmin		CWmax										nominal		MSDU		delay		acess		use		(Mbps)						agg frame				#msdu		PER		rate(Mbps)

						AC_BE (AP)		2		31		63				type		from		to		rate		size		(ms)		category		rts/		min		max		av		min		max						ok		lost		required		non-Qos		QoS

						AC_BE (STA)		2		31		63										(Mbps)		(byte)						cts																		(PLR)		PLR

						AC_BK (AP)		7		511		1023				msdu		0		1		2		300		-1						54		96		68.24247		1		7		4.7784040666		0.0053372708		0.3274618139		0				0.3274618139

						AC_BK (STA)		7		511		1023				TCP ack		1		0				60								54		96		68.050102		1		4		1.0034240361		0.0015462882		0.0027429302		0				0.0027429302

						AC_VI (AP)		1		15		31				msdu		0		2		2		300		-1						54		108		81.413658		1		8		5.7595251786		0.00527554		0.3181080101		0				0.3181080101

						AC_VI (STA)		2		15		31				TCP ack		2		0				60								54		108		82.132019		1		3		1.0003329895		0.0014199516		0.0022109791		0				0.0022109791

						AC_VO (AP)		1		15		31				msdu		0		3		2		300		-1						108		126		125.992264		1		10		9.9513068406		0.0010590485		0.2788182259		0				0.2788182259

						AC_VI (STA)		2		15		31				TCP ack		3		0				60								108		126		125.99292		1		2		1.0645299695		0.0003626108		0.0011909081		0				0.0011909081

																msdu		0		4		2		300		-1						126		126		126		1		10		9.9623225571		0.0000809707		0.2790862214		0				0.2790862214

																TCP ack		4		0				60								126		126		126		1		2		1.064105407		0.0000336094		0.0011900841		0				0.0011900841

																msdu		0		5		2		300		-1						54		108		73.200859		1		8		5.1088489374		0.0042106624		0.300680781		0				0.300680781

																TCP ack		5		0				60								54		108		73.33989		1		3		1.0013127555		0.0012449498		0.0023553527		0				0.0023553527

																msdu		0		6		2		300		-1						126		126		126		2		10		9.9628792064		0		0.2791325007		0				0.2791325007

																TCP ack		6		0				60								126		126		126		1		2		1.0643677668		0		0.0011904201		0				0.0011904201

																msdu		0		7		2		300		-1						54		108		87.903557		1		8		6.2911622086		0.0062387492		0.3365901816		0				0.3365901816

																TCP ack		7		0				60								54		108		88.524429		1		3		1.0006202755		0.0016106121		0.0021422762		0				0.0021422762

																msdu		0		8		2		300		-1						126		126		126		1		10		9.9560560662		0.0006830224		0.2789755833		0				0.2789755833

																TCP ack		8		0				60								126		126		126		1		2		1.0652257926		0.0002283749		0.0011907321		0				0.0011907321

																msdu		0		9		2		300		-1						108		126		125.592628		1		10		9.878419219		0.0040351614		0.2773043312		0				0.2773043312

																TCP ack		9		0				60								108		126		125.626846		1		2		1.0613085818		0.0011942141		0.0011909721		0				0.0011909721

																msdu		0		10		2		300		-1						72		126		97.63681		1		10		7.0900953822		0.007050801		0.3253970484		0				0.3253970484

																TCP ack		10		0				60								72		126		97.362846		1		3		1.0032814068		0.0019923518		0.0018393453		0				0.0018393453

																msdu		0		11		2		512		200						72		126		98.280106		1		12		6.699498856		0.0112635506		2		0		10^-4				2

																msdu		0		12		2		512		200						54		126		98.335358		1		12		6.745629264		0.0110574891		2		0		10^-4				2

																msdu		0		13		2		512		200						72		126		99.980797		1		12		6.8806878885		0.0109974635		2		0		10^-4				2

																msdu		0		14		2		512		200						54		108		90.096603		1		10		6.4948809115		0.0102245253		2		0		10^-4				2

																msdu		0		15		8		512		200						96		126		117.400589		1		27		22.8112046886		0.0013214812		8		0		10^-7				8

																msdu		0		16		8		512		200						108		126		125.950943		1		27		23.9509362197		0.0005427581		8		0		10^-7				8

																msdu		0		17		8		512		200						72		126		118.336647		1		27		22.9180038558		0.0013644674		8		0		10^-7				8

																msdu		0		18		5		1500		200						126		126		126		1		9		6.2759857189		0		4		0		5*10^-7				4

																msdu		0		19		5		1500		200						126		126		126		1		9		6.1926145888		0.00000032		4		0		5*10^-7				4

																msdu		0		20		0.096		120		30						48		96		61.777584		1		3		1.7690249642		0.0001601143		0.0949154077		0.0010829899		0.05				0.0949154077

																msdu		0		21		0.096		120		30						72		108		91.089561		1		3		1.6901204338		0.0002557904		0.0950519494		0.0009464482		0.05				0.0950519494

																msdu		0		22		0.096		120		30						96		126		113.1017		1		3		1.8691236068		0.000265569		0.0946831075		0.00131529		0.05				0.0946831075

																msdu		0		23		0.096		120		30						108		126		125.960831		1		3		1.7908405204		0.0000998225		0.0948773763		0.0011210213		0.05				0.0948773763

																msdu		0		24		0.096		120		30						108		126		125.012955		1		3		1.726002142		0.0003068735		0.0949660628		0.0010323348		0.05				0.0949660628

																msdu		0		25		0.096		120		30						72		108		90.191551		1		3		1.6885059683		0.0002405204		0.0950360936		0.0009623039		0.05				0.0950360936

																msdu		0		26		0.096		120		30						72		126		109.516937		1		3		1.7105973906		0.0002004563		0.0950424615		0.000955936		0.05				0.0950424615

																msdu		0		27		0.096		120		30						54		108		86.530357		1		3		1.7590671094		0.0002069682		0.0949112317		0.0010871659		0.05				0.0949112317

																msdu		0		28		0.096		120		30						96		126		111.090034		1		3		1.7434692377		0.000208906		0.0949495351		0.0010488625		0.05				0.0949495351

																msdu		0		29		0.096		120		30						54		108		75.741875		1		3		1.6669119505		0.0001128722		0.0951040605		0.0008943371		0.05				0.0951040605

																msdu		0		30		0.096		120		30						54		108		96.133972		1		3		1.6862910956		0.0003029659		0.0950826209		0.0009157767		0.05				0.0950826209

																msdu		0		31		0.096		120		30						54		108		65.566338		1		3		1.756471274		0.0001695227		0.0949312474		0.0010671502		0.05				0.0949312474

																msdu		0		32		0.096		120		30						54		108		88.43351		1		3		1.8295436158		0.0002399499		0.0947954737		0.0012029239		0.05				0.0947954737

																msdu		0		33		0.096		120		30						96		126		119.27713		1		3		1.6797595845		0.0003866155		0.0951052445		0.0008931531		0.05				0.0951052445

																msdu		0		34		0.096		120		30						126		126		126		1		3		1.7518400018		0		0.0949366233		0.0010617743		0.05				0.0949366233

																msdu		20		0		0.096		120		30						48		96		61.829052		1		3		1.0482581374		0.0001617125		0.0959556463		0.0000427513		0.05				0.0959556463

																msdu		21		0		0.096		120		30						72		108		91.295235		1		3		1.0496658072		0.000244553		0.0959541103		0.0000442873		0.05				0.0959541103

																msdu		22		0		0.096		120		30						96		126		113.511749		1		3		1.0475558434		0.0002700408		0.0959579662		0.0000404313		0.05				0.0959579662

																msdu		23		0		0.096		120		30						108		126		125.959366		1		3		1.0515450939		0.0000952012		0.0959544623		0.0000439353		0.05				0.0959544623

																msdu		24		0		0.096		120		30						108		126		125.0168		1		3		1.0443874478		0.000296867		0.0959590062		0.0000393913		0.05				0.0959590062

																msdu		25		0		0.096		120		30						72		108		89.956253		1		3		1.0517009835		0.0002340558		0.0959530383		0.0000453592		0.05				0.0959530383

																msdu		26		0		0.096		120		30						72		126		109.544716		1		3		1.0492086404		0.0002008824		0.0959556463		0.0000427513		0.05				0.0959556463

																msdu		27		0		0.096		120		30						54		108		87.003838		1		3		1.0431609642		0.0002073756		0.0959589422		0.0000394553		0.05				0.0959589422

																msdu		28		0		0.096		120		30						96		126		111.217384		1		3		1.0514785218		0.0002103867		0.0959538383		0.0000445593		0.05				0.0959538383

																msdu		29		0		0.096		120		30						54		108		75.97966		1		3		1.0500865149		0.0001155404		0.0959537583		0.0000446393		0.05				0.0959537583

																msdu		30		0		0.096		120		30						54		108		96.039139		1		3		1.0443923504		0.0002878685		0.0959590222		0.0000393753		0.05				0.0959590222

																msdu		31		0		0.096		120		30						54		108		65.831154		1		3		1.0475891451		0.0001622105		0.0959569103		0.0000414873		0.05				0.0959569103

																msdu		32		0		0.096		120		30						54		108		88.325485		1		3		1.0515518165		0.0002260558		0.0959530063		0.0000453912		0.05				0.0959530063

																msdu		33		0		0.096		120		30						96		126		119.406807		1		3		1.0517904656		0.0003818694		0.0959526703		0.0000457272		0.05				0.0959526703

																msdu		34		0		0.096		120		30						126		126		126		1		3		1.0441970934		0		0.0959578223		0.0000405753		0.05				0.0959578223

																total						64.88										48		126				1		27				0.0028767476		45.8825230397		0.0162275851				3.0187986976		42.8637243421

																																																All flows satisfy their

																																																QoS objectives



CC18

CC19

CC20
metrics 1,2,3



SS16

		

				Channel Model				B								E

				Preamble Interval				0				16				0				16

				Max Frame Duration				1.5ms		2.7ms		1.5ms		2.7ms		1.5ms		2.7ms		1.5ms		2.7ms

				range		4		109.68		116.69		108.96		115.85		109.68		116.69		108.96		115.85

				(m)		8		108.25		115.16		107.53		114.44		109.67		116.68		108.93		115.82

						12		94.68		100.62		94.06		99.89		109.38		116.37		108.65		115.53

						16		73.82		78.36		73.28		77.83		107.88		114.73		107.14		113.93

						20		58.57		62.2		58.21		61.72		92.36		98.1		91.7		97.39

						24		48.67		51.68		48.35		51.29		79.21		83.93		78.65		83.28

						32										56.8		60.36		56.43		59.91

						40										46.38		49.18		46.07		48.84

						48										41.13		43.79		40.88		43.49

						56										33.65		35.78		33.43		35.51

				Channel Model				B

				Preamble Interval				0								16

				Max Frame Duration				1.5ms				2.5ms				1.5ms				2.7ms

								Goodput (Mbps)		mean PHY rate (Mbps)		Goodput (Mbps)		mean PHY rate (Mbps)		Goodput (Mbps)		mean PHY rate (Mbps)		Goodput (Mbps)		mean PHY rate (Mbps)

				range		4		109.68		126		116.69		126		108.96		126		115.85		126

				(m)		8		108.25		125.3		115.16		125.3		107.53		125.4		114.44		125.4

						12		94.68		112.2		100.62		112.2		94.06		112.2		99.89		112.2

						16		73.82		87.3		78.36		87.3		73.28		87.3		77.83		87.3

						20		58.57		68.8		62.2		68.8		58.21		68.8		61.72		68.8

						24		48.67		57.1		51.68		57.1		48.35		57.1		51.29		57.1

				Channel Model				E

				Preamble Interval				0								16

				Max Frame Duration				1.5ms				2.5ms				1.5ms				2.7ms

								Goodput (Mbps)		mean PHY rate (Mbps)		Goodput (Mbps)		mean PHY rate (Mbps)		Goodput (Mbps)		mean PHY rate (Mbps)		Goodput (Mbps)		mean PHY rate (Mbps)

				range		4		109.68		126		116.69		126		108.96		126		126		126

				(m)		8		109.67		126		116.68		126		108.93		126		126		126

						12		109.38		126		116.37		126		108.65		126		126		126

						16		107.88		125.7		114.73		125.7		107.14		125.8		125.8		125.8

						20		92.36		108.6		98.1		108.6		91.7		108.6		108.6		108.6

						24		79.21		93.6		83.93		93.6		78.65		93.6		93.6		93.6

						32		56.8		67		60.36		67		56.43		67		67		67

						40		46.38		54.2		49.18		54.2		46.07		54.2		54.2		54.2

						48		41.13		49.1		43.79		49.1		40.88		49.1		49.1		49.1

						56		33.65		40		35.78		40		33.43		40		40		40





SS16

		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0

										0		0		0		0

										0		0		0		0

										0		0		0		0

										0		0		0		0
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