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Abstract

This document contains a partial proposal in response to the IEEE 802.11 TGn Call for Proposal (IEEE 802.11-04/858r6).  The document addresses the required response to the IEEE 802.11TGn Functional Requirements (IEEE 802.11-02/813r12) and Comparison Criteria (IEEE 802.11-03/814r31).  This proposal is summarized in 11-04-0932-00-000n-partial-mac-and-phy-proposal-summary.ppt.
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1 Introduction 

This document contains a partial proposal for an 802.11n MAC and PHY as well as the response to the 802.11n Functional Requirements and Comparison Criteria Documents. 
The response to the Functional Requirements is in Section 3 and the response to the Comparison Criteria is in Sections 4 and 5.

The partial proposal for an 802.11n MAC is contained in Section 6. The proposed MAC builds upon the existing 802.11 MAC architecture and its 802.11e extensions to provide higher performance for networks which include 802.11n compliant AP and stations. The resulting system reduces station battery consumption,  supports higher throughput for non real time traffic and is more efficient for real time traffic than 11e while maintaining full compatibility, supporting both legacy and high throughput STA at the same time. 

The MAC architecture and procedures have been designed to support a variety of physical layer interfaces that may be optimized under the current TGn service requirements and deployment scenario assumptions.

The performance of the proposed MAC has been demonstrated in some simplified scenarios. A full simulation analysis will be provided. 

The partial proposal for an 802.11n PHY is contained in Section 7.  The sections outline a partial proposal for 802.11n MIMO operation. A spatial processing scheme is described which is capable of delivering the requirements of 802.11n at a reasonable complexity. The proposal is based on the combination of orthogonal space-time block codes with optimal precoding based on channel state information, when available, and achieves high capacity and robustness with low complexity implementation at both the transmitter and receiver.  An additional open loop mode is backward compatible and provides gain to legacy stations and can be used whenever channel information is not known to the transmitter.

2 Related documents 

[11-04-0932-00-000n-Partial-MAC-and-PHY-Proposal-Summary] – Power Point Summary of this partial proposal
[11-03-0814-31-000n-comparison-criteria] – 802.11n Comparison Criteria Document
[11-03-0813-12-000n-functional-requirements] – 802.11n Functional Requirements Document

[11-02-798r7-HT-SG-Draft-PAR] – 802.11n PAR Document

3 Response to Functional Requirements

	Number
	Name
	Coverage (Yes/No)
	Results Reference

	R1
	Single Link HT rate supported
	Yes
	N/A (partial proposal)

	R2
	HT rate supported in 20MHz channel
	Yes
	N/A (partial proposal)

	R3
	Supports 5GHz bands
	Yes
	N/A (partial proposal)

	R4
	.11a backwards compatibility
	Yes
	Sections 6.4 and 7.3.2.4 in this document

	R5
	.11g backwards compatibility
	Yes
	Sections 6.4 and 7.3.2.4 in this document 

	R6
	Control of support for legacy STA from .11n AP
	Yes
	Sections 6.4 in this document

	R7
	.11e QoS support
	Yes
	Sections 6.4 in this document

	R8
	Spectral Efficiency
	Yes
	N/A (partial proposal)

	R9
	Compliance to PAR
	Yes
	N/A (partial proposal)


4 Additional Disclosures
	Number
	Name
	Response

	AD1
	Reference submissions
	11-04-0932-00-000n-Partial-MAC-and-PHY-Proposal-Summary

	AD2
	TCP Model Parameters
	NA

	AD3
	MAC simulation methodology
	Section 6.9 in this document

	AD4
	MAC simulation occupied channel width
	N/A (partial proposal)

	AD5
	Justification of low PLR rates achieved
	NA


5 Response to Comparison Criteria

	Number
	Name
	Response

	5.1 General

	CC2
	Regulatory compliance
	The are no known problems with regulatory compliance in any regulatory domain

	5.2 Marketability

	CC3
	List of goodput results for usage models 1, 4 and 6.
	NA 

	CC6
	PHY complexity
	NA 

	CC7
	MAC processing complexity
	NA

	5.3 Backward Compatibility and Coexistence with Legacy Devices 

	CC11
	Backward compatibility  with 802.11-1999 (Rev 2003) and 802.11g
	Fully Backward compatible with 802.11-1999 (Rev 2003) and 802.11g 

See Section 6.4

	CC15
	Sharing of medium with legacy devices
	NA 

	5.4 MAC Related

	CC18
	HT Usage Models Supported (non QoS)
	NA.

	CC19
	HT Usage Models Supported (QoS)
	NA.

	CC20
	BSS Aggregate Goodput at the MAC data SAP
	NA

	CC24
	MAC Efficiency
	NA

	CC27
	Throughput / Range
	NA 

	CC28
	Throughput / Range in 20MHz
	NA

	5.4.1 MAC Changes

	CC46
	MAC Compatibility and parameters.
	All optional and mandatory features of 802.11a/b/d/e/g/h/i/j are compatible with this proposal though none of the optional features are required for HT operation

	CC47
	MAC  extensions
	A resource coordination function for 802.11n STA in AP (Section 6.4.2)

- Managed access for RT and NRT applications 

- Scheduled allocations 

- MAC support for enhanced PHY (Section 6.6)

- Enhanced peer to peer communications (Section 6.7.1)

	5.5 PHY Related

	5.5.1 PHY Rates and Preambles

	CC51
	Data rates
	N/A (partial proposal)

	CC42
	Preambles
	N/A (partial proposal)

	5.5.2 Channelization

	CC51.5
	Channelization 
	N/A (partial proposal)

	CC52
	Spectral Mask 
	N/A (partial proposal)

	5.5.3 Spectral Efficiency

	CC58
	HT Spectral Efficiency
	N/A (partial proposal)

	5.5.4 PHY Performance

	CC59
	AWGN PER performance 
	NA

	CC67
	PER performance in non AWGN channels
	NA

	CC67.2
	Offset Compensation
	NA

	5.5.5 PHY Changes

	CC80
	Required changes to 802.11 PHY
	Section 7.3 in this document


6 MAC

6.1 Introduction
This document contains a partial proposal for an 802.11n MAC. The proposed MAC builds upon the existing 802.11 MAC architecture and its 802.11e extensions to provide higher performance for networks which include 802.11n compliant AP and stations. The resulting system reduces station battery consumption, supports higher throughput for non real time traffic and is more efficient for real time traffic than 11e while maintaining full compatibility, supporting both legacy and high throughput STA at the same time. 

The MAC architecture and procedures have been designed to support a variety of physical layer interfaces that may be optimized under the current TGn service requirements and deployment scenario assumptions.

The performance of the proposed MAC has been demonstrated in some simplified scenarios. A full simulation analysis will be provided. 

6.2 Advantages and enhancements of the proposed MAC

This proposed MAC offers for 802.11n high throughput STA
:

· Eliminates hidden node problem

· Higher performance for non real time services:

· Better stability and a higher number of users or a higher throughput than 802.11e on EDCA for non real time (NRT) services such as FTP or web browsing under similar latency requirements.

· Corrects the 802.11e unfairness towards AP transmissions

· Higher performance for real time services while guaranteeing QoS :

· Reduced STA power consumption

· Higher MAC efficiency and throughput for all RT Applications, lower delay jitter

· Compared to 802.11e EDCA

· Higher MAC efficiency for VoIP applications services with similar Delay Jitter

· Compared to 802.11e HCCA

· Backward compatibility: 

· with 802.11 MAC and its 802.11e extensions as well as with 802.11k

· Legacy and HT STA efficiently serviced by AP 

· Support of efficient PHY operation through:

· Orderly back-and-forth transmissions enable the timely reception of channel quality information (CQI) used to determine coding and modulation rates, the use of channel reciprocity,  or, if necessary, reception of channel state information (CSI) which may be used to optimize transmitter operation.

· Support of hybrid ARQ

· Enhanced frequency hopping (optional)

· Flexible design supports different types of PHY interfaces, including:

· MIMO and FEC coding techniques,

· OFDMA operation

· Both 20MHz and 40MHz HT STA in the same superframe. (Extendable to other bandwidths if necessary)

· Other features:

· Enhanced peer to peer direct transfer of data under control of the AP

· Support of relay operation to extend service area coverage and rates 

6.3 MAC main principles

In order to achieve uninterrupted operation for HT STA while maintaining full backward compatibility, the superframe is partitioned between HT period(s) used for 802.11n access and an optional legacy period used for 802.11 and 802.11e access.  Both real time (RT) and non real time (NRT) services are provided to HT STA during the 802.11n period of the super frame using different methods.

Non real time operation is typified by unpredictable and widely varying data rates with no formal latency requirements. 

Downlink (AP(STA) data transfers are done at the discretion of the controller, which will generally (but not necessarily) be implemented in the AP. No contention can happen during this time, either from legacy or HT STA. Acknowledgement and feedback packets are regularly transmitted in the reverse direction (uplink, or STA(AP) after single or multiple packets, depending on conditions and as has been negotiated between the nodes and can be exploited to optimize physical layer performance. The mechanism is flexible enough to allow the use of sophisticated scheduling algorithms which may take into account buffer occupancy as well as channel conditions to further enhance system performance. This operation takes place during Scheduled Resource Allocation (SRA) periods in the superframe.

Uplink (STA(AP) data transfers are accomplished via a slotted ALOHA bandwidth request, shortly after followed by a response indicating permission to transmit data. As for the downlink case, acknowledgement and feedback packets are regularly transmitted in the reverse direction after single or multiple packets, depending on conditions and as has been negotiated between the nodes. The requests are sent during a Management SRA (MSRA) while data transfers are performed during an SRA. The usage of short packets in slotted ALOHA mode increases throughput and stability at high loads and eliminates the hidden node problem as STAs are not required to carrier sense the medium for contention .As in the case of the downlink, the mechanism is flexible enough to allow the use of sophisticated scheduling algorithms which may take into account buffer occupancy as well as channel conditions to further enhance system performance. Small packets used for management and control purposes (e.g. in order to set up RT operation) may also be exchanged at this time. 

Real time operation is typified by predictable data rates. The resources are indicated to each user by an extended beacon transmitted once or several times per superframe. As a result the polling overhead is reduced, but more importantly STAs are required to listen only a small fraction of the time which reduces the STA power consumption requirements. As in the case of NRT services, acknowledgement and feedback packets are regularly transmitted in the reverse direction (uplink, or STA(AP) after single or multiple packets, and can be exploited to optimize physical layer performance. As for NRT scheduling can consider both traffic and channel conditions.

Enhanced peer to peer operation is supported under the control of the AP which can take into consideration traffic and channel conditions.

6.4 MAC sublayer functional description

The functional description of the proposed MAC is presented in this section. The architecture of the proposed MAC sublayer for 802.11n, with the newly defined Resource Coordination Function (RCF), is introduced in Section 6.4.1. The RCF is described in detail in Section 6.4.2. 

6.4.1 MAC architecture

The proposed MAC architecture is based on and expands the architecture adopted for 802.11e. A description is shown in Figure 6‑1 below. As in 802.11e, the PCF, HCF, and RCF (in blue) are provided through the services of the DCF. The new functions added for 802.11n are the RMCA and RSCA (in green). In 802.11n implementation, DCF and RCF are present (in solid lines) with HCF and PCF included for backward compatibility (in dashed lines). 
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Figure 6‑1: MAC Architecture

6.4.2 Resource coordination function (RCF)

The resource coordination function (RCF) is usable only in 802.11n configurations and provides full QoS service. All 802.11n STAs (referred to as STAs) shall implement the RCF. The RCF uses functions from DCF and new scheduling functions to allow a set of frame exchange sequences for data transfers with and without quality of service. There are two access procedures supported by the RCF for management and scheduling functions. Firstly a procedure called the RCF Management Channel Access (RMCA) is provided by the RCF for small packet transfers and schedule requests/reservations. Secondly, the RCF provides a scheduling mechanism called the RCF Scheduled Channel Access (RSCA) for contention free data transfer providing full QoS support. 

Typically, the RMCA would be used for all bandwidth requests for services which will be supported by the RSCA. 

6.4.2.1 Superframe structure

The superframe structure when an RCF is in operation is described in this section with illustrations for various possible configurations. 

Our proposed MAC is defined in the 802.11n period inside the legacy Contention Free Period (CFP) where legacy STA is excluded. The 802.11n period will contain contention as well as scheduled transmissions for 802.11n STAs. Further details can be found in Section 6.4.2.2 and Section 6.4.2.3. The Contention Free Period ensures that legacy STAs will not access the channel unless polled by the AP. When legacy operation is enabled the superframe begins with a beacon which specifies the duration of the Contention Free Period (CFP) and rest of the time until next beacon is Contention period. When an RCF is operating in a BSS, CFP and Contention Period (CP) are generated based on the need to support legacy and 802.11n STAs. 

The STAs compliant with the proposed 802.11n standard are supported in a period defined as the 802.11n period as shown in Figure 6‑2 below.
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Figure 6‑2: Superframe structure in the proposed 802.11n MAC

The CP is used to support operation of legacy STAs (STAs compliant with the proposed 802.11n standard may also be permitted to contend here though it may not be the preferred mode of operation). The 802.11n period supports extended beacons (EBs), scheduled resource allocations (SRAs) and management SRAs (MSRAs) with variable guard times separating them. Note that when legacy operation is not enabled the superframe structure will not contain the beacon and CP. A simple superframe structure where the SRA are allocated based only on time is shown  Figure 6‑3 below when legacy operation is disabled.
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Figure 6‑3: Superframe structure without legacy operation

6.4.2.1.1 Flexible superframe structure 

The superframe structure is independent of the PHY layer and supports all types of PHY layers.

In the case where the PHY layer allows allocation of variable subchannels (such as in OFDMA) the superframe would be as shown below. 


[image: image4.wmf]B

Beacon

Contention

Period

802.11n period

Superframe

m

Superframe

m+1

Superframe

m-1

Under

DCF

. . .

SRA

n-2

SRA

n-1

SRA

n

SRA

2

MSRA

1

E

B

SRA

1

SRA

3

Open RA

1

SRA

4

Open RA

2

MSRA

2

. . .

. . .

Time

Subchannel

SRA

n-3

E

B

Contention Free Period

Legacy

Under

PCF


Figure 6‑4: Flexible superframe structure
6.4.2.1.2 802.11n period generation

The AP gains control of the wireless medium for the CFP by including a CF Parameter Set element in the Beacon (legacy) frames it generates. This results in all STAs setting their NAVs to the CFPDurRemaining value in the CF Parameter Set element. This prevents contention in the CFP by the legacy STAs. The CFP generated by the AP will always end with a CF-End frame. The 802.11n period may be established anywhere in the CFP by the AP.

6.4.2.1.3 Beacon and Extended Beacons

The legacy beacon is transmitted in the 20MHz channel so that all STAs including 802.11n STAs can receive it. It contains all the legacy information and is modified to include the information about extended beacons in the 802.11n period. The periodicity, frequency band, and subchannel information about extended beacons is explicitly included in the beacon. Extended Beacon contains all the system information (defined in the current 802.11 beacon). In addition, it has information on the locations, durations and types of the SRAs, MSRAs and open RA periods.

An extended beacon may be transmitted at a higher data rate than the beacon. When legacy operation is enabled the first occurrence of the extended beacon will be immediately following the beacon. The subsequent occurrences of the extended beacon will be based on the periodicity of the extended beacon.. 
In the absence of legacy operation, legacy beacon need not be present.  The extended beacon operates as the only beacon in the system. In the presence of legacy operation, a superframe is defined as the period between two legacy beacons. Otherwise, it is the period between two extended Beacons. There can be one or more extended beacons in a Superframe in presence of a legacy beacon. 

802.11n STAs may listen to the beacon to locate the extended beacons or they may directly listen to the extended beacons. Extended beacons are variable length. 

6.4.2.1.4 SRAs, MSRAs and Open RAs

The STAs can access the wireless medium in an efficient way when compared to legacy STAs to transmit MPDUs. The basic unit of allocation to an STA under the RCF is a scheduled resource allocation (SRA). Each SRA is defined by a starting time and duration. An SRA is assigned to an STA by the RCF in the 802.11n period under RSCA (see Section 6.4.2.3). The assignment of the SRA may be set up by an STA making a request under RMCA (see Section 6.4.2.2). The transmissions shall not extend beyond the assigned SRA. During the specified duration of an SRA assigned to an STA no other STA can compete for the wireless medium. 
MSRAs are management SRAs set up by the RCF in the 802.11n period under RMCA (see Section 6.4.2.2). MSRAs are used for management functions such as resource request and response, association request and response, and exchange of management information. Each MSRA has a starting time and duration. Transmissions shall not extend beyond the duration of  an MSRA. The RCF shall ensure that sufficient MSRAs are allocated in each 802.11n period. STAs compete for the wireless medium during this period.

Open resource allocations (ORA) are the resources (e.g. time periods) that are available after all the SRAs and MSRAs have been allocated in the superframe. It can also arise because an SRA has not been fully utilized. It is different from SRAs as SRAs are allocated to a given traffic stream of an STA.  These resources are controlled by the AP. It can be used by the AP for downlink and uplink transmission of NRT services and control traffic, to provide supplemental SRAs and for broadcast and multicast traffic. Some open RAs can be assigned to a group of STAs.

6.4.2.2 RCF management channel access (RMCA)

The RMCA mechanism provides access to the wireless medium for management functions within 802.11n period by setting up MSRAs for data packet exchanges and request/reservation for scheduled transmissions. 

The channel access procedure under RMCA depends on the type of management scheduled resource allocation (MSRA) that is operational. The AP announces the RMCA parameters in the extended beacon. These parameters will include information about the MSRAs such as, , location, duration, and access mechanism and optionally type. The type could differentiate between MSRAs used for associated and un-associated STAs. We propose that a slotted ALOHA contention based access mechanism be used in all MSRA, however a CSMA/CA mechanism as defined by 802.11e is also supported.. The contention mechanism is signaled in the extended beacon.. 
6.4.2.2.1 MSRAs

MSRAs allow associated and unassociated STAs and AP to exchange messages in a contention mode. The data exchange is typically small data packets , resource allocation requests for scheduled transmissions, association/reassociation requests

The data transmitted by associated STAs are typically Resource Allocation Request frames in order to request assignment of SRAs in the 802.11n period. The data transmitted by new or unassociated STAs are typically association/Reassociation Request frames in order to request association with APs. In addition small packets may optionally also be transmitted by STAs subject to a certain limit in the size of the packet. The MSRA will be identified for data packet and /or control packet transmission.

The preferred access mechanism for an MSRA is a slotted ALOHA mechanism In the slotted ALOHA mechanism STAs access the wireless medium with short data packets as illustrated in  Figure 6‑5 below ( small data packets , resource allocation requests, association/reassociation requests).  The wireless medium is divided into slots of size equal to the data packet duration and transmissions are allowed only at the beginning of the slots.
An exponential backoff mechanism is implemented as follows: A back off counter is maintained at each STA and is decremented every slot. A pending packet is transmitted when the back off counter becomes zero. The back off counter is chosen as a uniformly distributed random variable from a contention window. In the first attempt the contention window is set to a minimum contention window. The size of the contention window grows with the number of retransmission attempts until it reaches an upper limit. The rate at which the contention window grows may also optionally depend on the priority of the traffic. For example the smaller the access delay specification of the traffic the slower the growth of contention window. Controlling the contention window based on the access delay specification will allow better management of access delays in a slotted ALOHA access under high load situations. At the end of the MSRA the AP will transmit a Collective Response Frame. This is a collective response for all STAs that contented in the MSRA. An MSRA always ends with the collective response to all STAs. The responses in the collective response frame would include resource allocation responses for associated STAs that successfully transmitted their resource allocation requests . It would also include the association/resassociation responses for unassociated STAs that successfully transmitted their association/reassociation requests . The STAs that were unsuccessful will have to retransmit their packets using the back off counter. The backoff counter is  decremented only during MSRA periods. 

This mechanism allows the RCF to take into consideration multiple factors regarding the service requirements, buffer occupancy and channel conditions of each of the STAs that has requested resources.
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Figure 6‑5: Slotted ALOHA operation in MSRA

If a CSMA/CA scheme is used for MSRAs each successful transmission from an STA is individually acknowledged with an ACK message from the AP. This is inefficient when compared to the collective response in the case of the slotted ALOHA mechanism described above. 

6.4.2.3 RCF scheduled channel access (RSCA)

The RCF scheduled channel access mechanism uses a resource coordinator (RC) that provides QoS service support through scheduled resource allocation. The RC operates under rules that are different from the point coordinator (PC) and the hybrid coordinator (HC). 
SRAs are assigned to STAs to serve all types of traffic e.g. NRT and RT. The RC can serve traffic with SRAs that change little across superframes and would be recurring until the transmission is terminated by the originating STA. Such SRAs (that are quasi-static in nature) are suitable for RT periodic traffic. However the RC can also serve traffic with SRAs that may change frequently from superframe to superframe and spanning one or more superframes to transmit a data burst. These types of SRAs (that are dynamic in nature) may be used to serve any type of traffic and are allocated per data burst. This mechanism allows the RC the flexibility to rearrange SRA assignments to optimize the utilization of resources. The RC shall account for all transmissions, including the response frames that will be part of the SRA transmission when setting the SRA duration in an assignment of an SRA to an STA. All resources not assigned as SRAs or MSRAs are managed by the RC as open resource allocation (RA). Open RAs have many applications and allow the RC to efficiently utilize resources that are not scheduled.     

6.4.2.3.1 SRA management

6.4.2.3.1.1 SRA requests

Non-AP STAs may send resource allocation requests during MSRAs providing QoS information in the Resource Allocation Request Specification IE, directed to the RC. STA should indicate the transmission should take place only under RSCA and also optionally under RMCA(see Section 28). 

6.4.2.3.1.2 SRA assignment and modifications

The RC traffic delivery and SRA assignment are scheduled during the 802.11n period to meet the QoS requirements of a given traffic. The AP announces the parameters for the assigned SRAs in the extended beacon. An STA may initiate multiple frame exchange sequences during an SRA of sufficient duration to perform more than one such sequence. 

SRA assignments may be based on the RC's BSS-wide knowledge of pending traffic belonging to users with different traffic characteristics and is subject to the BSS-specific QoS policies. 

The SRA assignment and modification involves the creation, modification, and termination of SRAs for the exchange of data between two or more STAs. An STA may support one or more connections depending upon the applications it supports.

An SRA assignment to an STA for a connection to serve a given type of traffic involves the creation of SRA allocations over one or more superframes.  The assignment may be modified as required during the lifetime of connection. Creation, modifications, and terminations of SRAs between two or more STAs is carried out by negotiations between the originating STA and the AP using the Resource Allocation Request and Resource Allocation Response messages. Once an SRA is assigned with an index, the SRA may be modified or terminated.

Only an STA that is associated with an AP shall send a Resource Allocation Request message to the AP for an SRA assignment.

The access delay for an SRA can be managed by including a priority for access in MSRAs (see Section 6.4.2.2.1). Once access is granted there is a guaranteed access to the wireless medium/channel with the required QoS. 

For the creation of an SRA, the originating STA sends a Resource Allocation Request to the AP for a new connection with target STAs in an MSRA, and will set the destination address list to the target STA addresses, Resource Index to - a default value indicating unassigned status, RAR ID to a unique value for the duration of the negotiation, RAR Type to (Quasi-static assignment or dynamic assignment), and all other parameters to appropriate values.

The AP on receiving the Resource Allocation Request from the originating STA shall respond with a Resource Allocation Response message to the originating STA in an MSRA with the Resource Index field set to an unused value and all other parameters to appropriate values. The Service Duration per Superframe and Service Interval determine the duration of a quasi-static SRA assignment, its frequency with respect to the Superframe, in a recurring fashion. The Service Duration per Superframe, Service Interval, and Maximum service duration determine the duration of a dynamic SRA assignment, its frequency with respect to the Superframe, and service duration for the data burst.
The AP may then update the extended beacon with the newly assigned SRA.  The AP shall announce in the extended beacon and the Resource Allocation Response (collectively or individually, see Section 6.4.2.2.1) the creation of all SRAs. It shall also announce the creation of connections for the destination STAs.

The modification of an assigned SRA may be achieved by sending a Resource Allocation Request message to the AP with Resource Index field set to the assigned value and all other fields modified as desired. This can be done in three ways.  Firstly the modification can be carried out using an MSRA.  Secondly the Resource Allocation Request message may be piggybacked on data within an SRA. The corresponding response may be piggybacked on data from AP in the SRA and would take effect in the next superframe. Another method would be to support this message exchange in an open RA.

The termination of an assigned SRA may be achieved by sending a Resource Allocation Request message to the AP with Resource Index field set to the assigned value and all other fields set to null or zero. Only the originating STA may terminate an established SRA.

A supplemental SRA is a one time allocation that may be set up by including the setup information in the header of the last message transmission from the AP to STA in the given SRA For a downlink traffic stream; AP can piggyback the resource allocation information on the data packet.  . For uplink, AP may piggyback this supplemental SRA information on a data packet. Supplemental SRA information may be actual allocation information or an indication to listen in certain open RA. 
6.4.2.3.1.3 SRA timing

SRA locations in the 802.11n period of the superframe are specified in the extended beacon. SRA location information can be modified after ‘N’ Extended beacons. ‘N’ can be based on the application and/or system requirement. This reduces the overhead in extended beacon. In the presence of legacy CP, the information must be sent every extended beacon. This is to ensure that legacy beacon drift can be handled by the extended Beacon. 
In an assigned SRA the originating STA may initiate the transmission of one or more frame exchange sequences, with all such sequences and frames within sequences separated by a SIFS interval for continuous packet transmission or by other defined intervals between a packet and an ACK.. 

In Figure 6‑6 below a frame exchange sequence example with ACK is shown

[image: image6.wmf]Frame 1

ACK

S

I

F

S

SRA

Guard

Time

S

I

F

S

Frame 2

ACK

S

I

F

S

S

I

F

S

Frame 3

ACK

S

I

F

S

S

I

F

S

Frame Exchange

Sequence


Figure 6‑6: Frame exchange with ACK in an SRA

In Figure 6‑7 below a frame exchange sequence example without ACK is shown.
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Figure 6‑7 Frame exchange without ACK in an SRA

The RC shall ensure that the duration of any assigned SRA meets the standards requirements of maximum contention free duration (dot11CFPMaxDuration) and maximum dwell time (dot11MaxDwellTime) so that non-AP STAs may use the assigned SRA without checking for these constraints. Within these limitations, all decisions regarding what MSDUs and/or MMPDUs are transmitted during any given SRA are made by the STA that has been assigned the SRA.

During its assigned SRA when the STA receives a frame addressed to it and requires an acknowledgement, it shall respond with an ACK independent of its NAV. During an SRA assigned to it a non-AP STA can initiate a frame exchange sequence independent of its NAV.

6.4.2.3.1.4 Unused SRAs

Any unused portion of an assigned SRA is returned to the RC. If an STA has no traffic to send in the SRA assigned to it, or if the MSDU is too long to send within the assigned SRA the STA shall send an end of transmission indicator. If there is no transmission in an assigned SRA from the corresponding STA the AP grabs the wireless medium after a DIFS period (greater than SIFS period) and uses it as an open RA (See Section 6.4.2.3.2) .
6.4.2.3.2 Open RA management

Open RA allows a non-contention based access during which associated STAs may exchange data packets with the AP. It is typically set up by the AP in otherwise unassigned portions of the superframe or even in unused SRAs (see Section 6.4.2.3.1.4). The AP coordinates the data exchange during open RA in both downlink and uplink directions. In the uplink direction the AP achieves this by assigning transmit opportunities to STAs. The contents of the packets exchanged can be control or data. The transmissions can be unicast, multicast, or broadcast.

In one type of configuration Open RA can be assigned to a set of Connection IDs and/or STAs.. This information is sent in the extended beacon. AP controls the data transmission and reception during this mode. 

Some applications for open RA are:

· For AP to send data packets to STAs and to receive data packets from STAs in response. An AP may send data packets to any STA and the STA may respond with a data packet or ACK. To participate in an open RA an STA should listen during the open RA.
· For downlink transmission by AP in a broadcast mode to send messages of broadcast nature.
· For downlink transmission by AP in a multicast mode where messages can be sent to a group of STAs with a multicast address.
· For AP to multiplex different STAs. The STAs that are serviced in the open SRA will be defined in Extended Beacon. Note here that the AP can send an aggregated downlink transmission to one or more STAs in this scenario.

· For an STA to receive control information from the AP
· For an STA to send control information such as channel feedback

6.4.2.3.3 RSCA transfer rules

An SRA assignment shall be used to transmit one or more frame exchange sequences with the only restriction that that the final sequence shall not exceed the SRA duration limit.

RMCA shall not be used to transmit MSDUs belonging to an established traffic stream (after being accepted by the RC for scheduling and assignment of SRA(s)) unless it is permitted to do so by appropriate setting of the Access Policy subfield of the TS Info field in the resource allocation notification IE.

6.5 Commonalities and differences in relation to legacy MAC

The superframe structure from the legacy MAC has been retained in the proposed MAC. Especially in the presence of legacy service there is a beacon, CFP and CP as in legacy. When legacy support is not enabled the beacon, CP, and any legacy support in the CFP become optional. 

6.5.1 Comparison with legacy functions

The RC frame exchange sequences can be used among STAs mainly in the 802.11n period within the CFP (as in PC used in PCF). However it differs from PC and HC in several ways although it may optionally implement the functionality of a PC or HC. The most significant difference being that the RC assigns SRAs of a specified duration to non-AP STAs and also MSRAs of various types for management functions. 

The RC may also operate as a PC providing CF-Polls and/or a HC providing QoS(+)CF-Polls to associated CF-Pollable STAs using the frame formats, frame exchange sequences, and other applicable rules for PCF and HCF (However considering the complexity involved with such combinations of frame sequences these options would not be the preferred modes of operation).

6.6 MAC support for PHY

This subsection describes the signaling and features of our proposed MAC to support various types of physical layer as may be agreed by 802.11n.

6.6.1 Measurements 

The current MAC will support measurement frames for various physical layer needs, including received field strength, interference levels, channel information and transmitter calibration. AP can instruct STA to measure interference; received RSSI (from other APs) in a particular channel (can be other than the channel of the AP). AP can send signals for path loss measurement. The transmitted packet will contain the transmitted power whereas the response frame will contain the received power. These measurements will be scheduled in open RA to send and receive small calibration frames. Physical layer or another mechanism, implemented in the AP or elsewhere, will indicate via some interlayer messaging to MAC the type and number of measurements required.

For AP transmitter calibration, the AP will use one of the STA to aid in its calibration. A STA in turn will send a request in open MRA for its Transmit antenna Calibration. AP will let it calibrate its transmitter in regular MRA and/or open MRA. The typical fields in the packet send for calibration will be measurement type set as TX calibration and the STA ID. The response will contain RSSI information for every measurement request for a non-MIMO station and Channel parameters for MIMO capable STA. 

We also allow the AP to send the timing information back to the STA. An AP can detect the timing information from the offset from slotted Aloha slots. This information may be useful for OFDMA or 20MHz /40 MHz system.

AP and STA may contain certain physical characteristic or the bits that can be used to indicate to distinguish AP from STA. 

6.6.2 MIMO and Hybrid ARQ Support

The information regarding the MIMO capability of the AP may be sent as additional fields in the legacy beacon (where such information is not necessary for its decoding). MIMO capability parameters may be sent as physical layer quantities on the extended beacon. Other parameters may be sent as Extended Beacon MAC information which may contain an indication whether or not AP is MIMO capable and the details of the MIMO capability (if it is MIMO capable). STAs will send their MIMO capability information in the association message. 

MAC Header will contain optional information element about Channel feedback information such as channel quality and channel state. This information may be sent as a separate packet or piggybacked on a data packet and/or 802.11 ACK packets. Optionally some of these parameters may be sent as physical layer information. 

The HARQ capabilities will be exchanged during association request and response. However, the HARQ may only be setup for certain application or channel type. Hence, it can be piggy backed on the BW request packet and response. We have also provided packets to initiate HARQ in the middle of an application. This is done to follow the philosophy used for Block ACK in current 802.11e standard. 

HARQ feedback information can be send as a separate packet or piggybacked on a data packet. 

It is understood that some information, although generated and received by the MAC, may be better protected than user data (using e.g. better coding or lower order modulation) or may separately coded and interleaved. 

6.6.3 Support of 20 MHz and 40 MHz bands 

An AP may need to support 20 MHz Legacy, 20 MHz 802.11n and 40 MHz 802.11n devices. This section describes the features in our proposal for supporting two 20 MHz and/or one 40 MHz devices. AP will send the Extended Beacon in both of the adjacent 20 MHz bands. The Extended Beacon can be sent at the same time or staggered over time. However, the Resource allocation information may be different in the two beacons depending on 20 MHz or 40 MHz operation. 


Operation of 20 MHz 802.11n Devices: Each device will listen to the beacon in their own 20 MHz band. The Extended Beacon will inform them of the details of scheduled transmissions and contention period. AP may need to some smart scheduling to support two 20 MHz device in different bands at the same time. In order to avoid interference from the two adjacent 20 MHz band, AP may have to ensure transmit and receive to/from the two STAs should happen at the same time.  We are proposing an optional information element in MAC header of all the frames to schedule the ACK transmissions at a given time (instead of sending 802.11 ACK within SIFs time). 

Operation of 40 MHz 802.11n Device: Each device can listen to any of the 20 MHz Extended Beacon. Both the Extended beacons will send the same information for 40 MHz device about their scheduled transmission and/or contention period. 
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Figure 6‑8: Support of 20MHz and 40MHz STAs in a super frame 
.

6.7 Other MAC features

6.7.1 Peer to peer communication in presence of AP

Peer to Peer Communication is well defined in 802.11e standard. We fully support the proposed data Link Protocol (DLP) for Peer to Peer Communication. We have proposed some additional signaling for DLP to introduce efficiency in Peer to Peer Communication.  

6.7.1.1 Enhanced DLP Signaling

The following steps may be used to help STA identify other STA in the BSS and provide channel information to AP before setup of DLP.

1) Discovery of STA2 MAC by STA1 (optional):  If STA1 wants to search for STA2, it will send a message to the AP (define the message similar to Action Frame). If AP is aware of STA2, it will respond back with the relevant MAC information to QSTA1, otherwise, it will send a failure message. This will be done before DLP setup. 

2) Message 1a (Updated): STA1 will send optimal PHY rate and/or other channel quality Information between itself and STA2 in the DLP Request Packet. This information may be obtained from previous transmissions between the two STAs or by listening to the transmissions from STA2 (to the AP or other STAs). If the information is not available, STA1 will send the DLP Request Packet without this information. 

3) Message 1b and 2a: Not Changed.

4) Message 2b (Updated): AP may decide whether or not to support DLP for the STAs based on the Channel quality between the two STAs. If AP decides not to support the two STAs with DLP, AP will reject the DLP request on the grounds of Inadequate Channel quality (not part of messaging in the current standard).

5) Message 3a and 3b (optional): AP may decide to send a DLP Packet for request on Channel quality measurement to STA1 (message 3a). QAP will send the information on STA2’s capability to STA1. STA1 will respond back to AP with the channel quality measurement between the two STAs (message 3b). The message 3a and 3b can occur before message 2b or during an ongoing DLP session.   Messages 3a and 3b are optional and will only be recognized and used for 802.11n STAs and AP.
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Figure 6‑9: Enhanced DLP Signaling

6.7.1.2 Tear down of DLP:

AP is allowed to tear down the DLP. The DLP response message is modified to allow tear down by the AP. DLP tear down message should contain a timer after which STA1 should send a tear down message to AP. It will allow complete backward compatibility. A STA that does not recognize DLP tear down message can ignore it. This can be in any access method (assigned resource allocation, management resource allocation, HCCS or EDCF).

6.7.1.3 Sleep Mode of STAs in DLP:

A STA, that has NRT services supported over a DLP session, need to listen to the broadcast message after MSRA and open RAs (unless negotiated between the two STAs to do otherwise). A STA, that has streaming and/or real time services supported over DLP, needs to listen for Extended Beacon.  The STA is of course expected to be awake in the scheduled transmissions time. 

6.8 Frame formats

In this section we present the frame formats that are to be modified or added for the 802.11n MAC layer.

In the Table below modified (in italics) and new frames are listed according to the type and subtype:

	Type value

b3 b2
	Type description
	Subtype value

b6 b6 b5 b4
	Subtype description

	00
	Management
	0000
	Association Request

	00
	Management
	0010
	Re-association Request

	00
	Management
	1000
	Beacon

	00
	Management
	1110
	Extended Beacon

	00
	Management
	1111
	Reserved

	01
	Control
	0000-0011
	Reserved

	01
	Control
	0110
	Resource allocation request

	01
	Control
	0111
	Resource allocation response


6.8.1 MAC frame formats

Resource index is the identification number for the resource allocation to a resource request from an STA to support a given traffic type.

6.8.2 Format of Individual frame types

6.8.2.1 Control frames

Two control frames are added to support Resource Allocation Request and resource allocation response for 802.11n STAs. 

6.8.2.1.1 Resource Allocation Request format

The Resource Allocation Request (RAR) message is used to request, modify or terminate resource allocation for all types of data: NRT and RT. It has a structure that is shown in the following Figure.
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Figure 6‑10: Resource Allocation Request Element Specification 
The frame body of the Resource Allocation Request message contains information as shown in the Figure below.
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Figure 6‑11: Resource Allocation Request Frame Body Element Specification
The length field corresponds to the length of the Resource Allocation Request (RAR) blocks to follow (there can be more than one from an STA). Each RAR block has a structure as shown in the figure below
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Figure 6‑12: Resource Allocation Request Block Element Specification
· Number of Destinations indicates the number of receiving STAs (Unicast/Multicast) sought by the transmitting STA.

· DA (Destination Address) list specifies the addresses of the receiving STAs.

· RAR ID is the identification number of the resource allocation (RA) request.

· Resource index is an identification number for a Resource Allocation.

· RAR Type indicates whether the SRA is dynamic or quasi-static.

· RAR Specification is an IE specifying the QoS requirement of the resource request.

6.8.2.1.2 Resource allocation response format

The resource allocation response message is used to respond to request, modification or termination of resource allocation for all types of data: NRT and RT. It has a structure that is shown in the following Figure.
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Figure 6‑13: Resource Allocation Response Element Specification
The frame body of the resource allocation response message contains information as shown in the Figure below.
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Figure 6‑14: Resource Allocation Response Frame Element Specification
The resource allocation notification (RAN) IE contains information on the allocated resource. There are two options: (1) The resource allocation response is a response to an individual Resource Allocation Request which can be done contiguously in time for several STAs thereby eliminating the guard time overhead between two resource allocation responses (2) It could also be done as a bulk response (when the RA field is set to broadcast) to the STAs that made a resource allocation request. This is efficient in reducing overhead but incurs the cost of decreased reliability since there is no ACK for broadcast/multicast.

6.8.2.2 Data frames

No changes or additions

6.8.2.3 Management frames

Management frames have the following general format with the type subfield in the frame control field set to management
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Figure 6‑15: Management Frame Element Specification
6.8.2.3.1 Special SRA allocation on BW being freed up

When an SRA already allocated is freed up it may be assigned to another traffic stream.

6.8.2.3.2 Association request format

The Association request message will be modified to include: MIMO capability, Subcarriers for pilot tone pattern. It will also include Device Type indicating power saving capability. This information can be accommodated using the reserved bits in the capability field of the existing Association request message.

6.8.2.3.3 Re-association request format

The Re-association request message will be modified to include: MIMO capability, subcarriers for pilot tone pattern. It will also include Device Type indicating power saving capability. This information can be accommodated using the reserved bits in the capability field of the existing Re-association request message.

6.8.2.3.4 Beacon frame format

The beacon frame has the frame format of a management frame with subtype set to Beacon in the frame control field. A pointer to the extended beacon for 802.11n STAs is added to the existing beacon [1]. The frame body contains information as shown in Table below with the modification in bold font.

	Order
	Information
	Notes

	1
	Timestamp
	

	2
	Beacon interval
	

	3
	Capability information
	

	4
	SSID
	

	5
	Supported rates
	

	6
	FH Parameter Set
	The FH Parameter Set IE is present within Beacon frames generated by STAs using frequency-hopping PHYs.

	7
	DS Parameter Set
	The DS Parameter Set IE is present within Beacon frames generated by STAs using direct sequence PHYs.

	8
	CF Parameter Set
	The CF Parameter Set IE is only present within Beacon frames generated by APs supporting a PCF.

	9
	IBSS Parameter Set
	The IBSS Parameter Set IE is only present within Beacon frames generated by STAs in an IBSS.

	10
	TIM
	The TIM IE is only present within Beacon frames generated by APs.

	14
	QBSS Load
	The QBSS Load IE is only present within Beacon frames generated by QAPs. The QBSS Load element is present when dot11QoSOptionImplemented and dot11QBSSLoadImplemented are both true.

	15
	EDCA Parameter Set
	The EDCA Parameter Set IE is only present within Beacon frames generated by QAPs. The EDCA Parameter Set element is present when dot11QoSOptionImplemented is true and the QoS Capability element is not present.

	23
	QoS Capability
	The QoS Capability IE is only present within Beacon frames generated by QAPs. The QoS Capability element is present when dot11QoSOptionImplemented is true and EDCA Parameter Set element is not present.

	50
	Extended Beacon 
	The Extended beacon IE is only present within Beacon frames generated by APs supporting 802.11n.


6.8.2.3.5 Extended beacon frame format

The extended beacon frame has the frame format of a management frame with subtype set to Extended Beacon in the frame control field. The frame body contains information shown in Table below.

	Order
	Information
	Notes

	1
	Timestamp 
	(Legacy Information)Time stamp is a Fixed field representing the value of TSF TIMER 

	2
	SSID
	(Legacy Information)SSID IE indicates the identity of an ESS or IBSS 

	3
	Supported Rates
	(Legacy Information: optional if beacon present)Supported Rates IE specifies the rates in the Operational Rate Set 

	4
	FH Parameter Set
	(Legacy Information: optional if beacon present)The FH Parameter Set IE is present within Beacon frames generated by STAs using frequency-hopping PHYs.

	5
	DS Parameter Set
	(Legacy Information: optional if beacon present)The DS Parameter Set IE is present within Beacon frames generated by STAs using direct sequence PHYs.

	6
	CF Parameter Set
	(Legacy Information: optional if beacon present)The CF Parameter Set IE is only present within Beacon frames generated by APs supporting a PCF.

	7
	IBSS Parameter Set
	(Legacy Information: optional if beacon present)The IBSS Parameter Set IE is only present within Beacon frames generated by STAs in an IBSS.

	8
	TIM
	(Legacy Information: optional if beacon present)The TIM IE is only present within Beacon frames generated by APs.

	9
	OFDM MIMO Parameter Set
	OFDM MIMO IE  specifies OFDM MIMO PHY related information

	10
	CP Access
	CP Access IE specifies permission and legacy PHY information for 802.11n STAs to contend in the legacy Contention Period

	11
	SRA Schedule
	SRA Schedule IE mainly specifies the SRA time schedule for the Superframe 

	12
	MSRA Schedule
	MSRA Schedule IE contains the MSRA schedule, MSRA Type and MSRA Type specific information for the Superframe

	13
	ORA Schedule
	ORA schedule IE contains the Open SRA schedule for the superframe 

	14
	Channel Information
	Current Channel of AP

	15
	New STA Allowed
	True (default). AP can advertise that it is not supporting any new STAs. 


6.8.2.4 Action Frames

The management frames of subtype Action are used for measurement request and response packets, QOS (802.11e support) etc. in the current 802.11h and 802.11e standard. We propose to use the Action frames for antenna calibration, extended DLP messages, channel feedback information, and HARQ setup. 

6.8.2.4.1 Extended DLP Message

We are proposing to add following action frames under the DLP category:

· DLP Discovery Request: QSTA will send the packet to AP to get the MAC address of the device by sending application requirements. 

· DLP Discovery Response: AP responds back with MAC address of the device.

· DLP Teardown by AP: Add Action field for DLP Teardown by the AP. The frame has an information filed called timer.  AP expects that QSTA will send the DLP teardown message to QAP within that time.

· DLP Measurement Request: Add action item value for DLP Measurement Request from QAP to QSTA1. It will contain the capability information of QSTA2.

· DLP Measurement Response: Add action item value for DLP Measurement Response from QSTA1 to QAP. It will contain measurement information and QSTA2 MAC address.

We are proposing to modify the following message: 

· DLP Request (modified): Additional element to send optimal PHY data rate and certain other Channel characteristic between the two STAs.

6.8.2.4.2 HARQ Initiation Signaling:

We are proposing to create a new category for starting HARQ process in the Action frames. There will be two types of action fields HARQ Request and HARQ Response. The details of the HARQ parameter can be filled later based on the agreed upon parameter by the standard. Some of the parameters will be Resource ID, H-ARQ indication, H-AQR ACK delay, and scheme of coding and modulation used. We can also piggyback the initiating information in the resource allocation and request packet.

6.8.2.4.3 Measurements

We are proposing a new category for measurements. 

Initial Antenna Calibration: 

In the measurement category, we define action fields for antenna calibration request and response packet. The response packet may be send instead of the 802.11 ACK. The response packet will contain the RSSI information or channel state information.  

Timing Offset Message:

An AP can measure the timing offset of the STAs due to propagation delay in slotted Aloha period. AP  will send the timing offset information to the STA. It will be used by the STA to adjust its time with respect to the Extended beacon.  

Measurement Information:

In the measurement category, we define action field for measurements. These fields will indicate  RSSI  and Interference measurement request and Response. They will also contain a subfield with channel identity. 

6.8.2.4.4 Channel/HARQ Feedback:

Channel Information such as channel quality and channel state need to be send to the transmitter side at certain frequency. Also, HARQ ACKs need to be send either synchronously or asynchronously based on the HARQ setup parameters. This information can be send in the MAC header as optional information element piggybacked over data or as a separate packet. 

6.8.3 Management frame body components

6.8.3.1 Fixed fields

6.8.3.1.1 Timestamp

This is the timestamp of the extended beacon (similar to that in the beacon) included so that STAs have another opportunity to synchronize. It represents the value of the TSF(Time Synchronization Function) timer.

6.8.3.2 Information elements

Information Elements are variable length frame body components in the Management and Control frames. Elements have the following general format comprising a 1octet Element ID field, a 1 octet length field and a variable-length element-specific information field.
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Figure 6‑16: Information Elements Specification
The set of valid information elements to support the modifications and new additions to MAC frames is given in the following table.

	Information element
	Frame

	
	

	SSID
	Beacon, Extended Beacon

	Supported Rates
	Beacon, Extended Beacon

	OFDM MIMO Parameter Set
	Extended Beacon

	CP Access
	Extended Beacon

	
	

	
	

	Extended Beacon
	Beacon

	RA Schedule
	Extended Beacon

	MRA Schedule
	Extended Beacon

	Resource Allocation Request Specification
	Resource Allocation Request

	Resource Allocation Notification 
	Resource Allocation Response

	H-ARQ Bitmap
	Hybrid ARQ Acknowledgement Response

	H-ARQ Request Control
	Hybrid ARQ Acknowledgement Initiation

	CQI Control
	Channel Information 

	CSI Control
	Channel Information


6.8.3.2.1 Service Set Identity (SSID) element

Same as in the beacon.

6.8.3.2.2 Supported Rates element

Same as in the beacon.

6.8.3.2.3 OFDM MIMO Parameter Set element
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Figure 6‑17: OFDM-MIMO Parameter Set Element Specification
· OFDM Capability field has OFDM PHY support information 

· MIMO Capability field has information on support for MIMO.

· Subcarrier Map information specifies subcarriers for pilot tones and association.

6.8.3.2.4 Contention Period (CP) Access element

The CP Access element is defined as shown in the following Figure.
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Figure 6‑18: Contention Period Access Element Specification
· CP permission field indicates whether or not an 802.11n STA can contend in the legacy contention period.

· CP PHY information provides the legacy PHY information for use in preamble for backward compatibility.

6.8.3.2.5 Extended Beacon element

The extended beacon IE indicates information about periodicity, frequency band, and subcarriers for the extended beacons. The basic structure is shown in Figure below.
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Figure 6‑19: Extended Beacon Element Specification
6.8.3.2.6 SRA Schedule element

The Scheduled Resource Allocation (SRA) Schedule element contains information on, number of SRAs in the 802.11n period and with corresponding SRA blocks of information. It is defined as shown in the following Figure
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Figure 6‑20: Scheduled Resource Allocation Element Specification
Each SRA Block IE corresponds to a scheduled resource allocation and specifies the SRA with Resource index, time offset, STA address, and Resource duration.
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Figure 6‑21: Scheduled Resource Allocation Block Specification
6.8.3.2.7 MSRA Schedule element

The Management Schedule Resource Allocation (MSRA) Schedule element specifies the number of MSRAs in the 802.11n period and with corresponding MSRA blocks of information. It is defined as shown in the following Figure
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Figure 6‑22: Management Schedule Resource Allocation Element Specification
Each Management Scheduled Resource Allocation (MSRA) Block corresponds to a management scheduled resource allocation and provides the MSRA identification number, time offset, duration, type (Unassociated and/or Associated), BSSID, packet type (control or data), contention scheme (slotted ALOHA or CSMA/CA)  as shown in the Figure below
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Figure 6‑23: Management Schedule Resource Allocation Block Specification
6.8.3.2.8 ORA Schedule element

The Open Resource Allocation (ORA) Schedule element contains information on, number of allocated ORAs in the 802.11n period and with corresponding ORA blocks of information. It is defined as shown in the following Figure
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Figure 6‑24: Open Resource Allocation Element Specification
Each ORA Block IE corresponds to an open resource allocation and specifies the ORA with Resource index, time offset, STA address list, and Resource duration.
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Figure 6‑25: Open Resource Allocation Block Specification
6.8.3.2.9 Resource Allocation Request Specification element

The RAR Specification IE includes the QoS parameters for the requested resource allocation. It has a structure as shown in the Figure below.
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Figure 6‑26: Resource Allocation Request Specification
The set of parameters defined in the RAR specification IE are more extensive than may be used or needed; unused fields are set to null using a message bitmap.

· The RAR Type field determines the format of the RAR Specification field information element.

· If RAR Type is Quasi-static then the RAR Specification IE will include most of the fields. However if RAR Type is dynamic then the RAR Specification IE may have those fields that are not used set to zero. 

· TS Info field contains information on Traffic Type (NRT, RT), direction, MAC ACK policy, Access policy (RMCA and/or RSCA) etc..

· Nominal MSDU size specifies nominal size in octets of the traffic.

· Maximum MSDU size specifies maximum size in octets of the traffic.

· Maximum Service Intervals is the maximum duration between two successive service periods.

· Service start time indicates to the AP the time when the STA  would be ready to send frames.

· Minimum Data Rate is the lowest data rate specified at the MAC SAP for transport of MSDUs for this traffic.

· Mean Data Rate is the mean data rate specified at the MAC SAP for transport of MSDUs for this traffic.

· Peak Data Rate is the maximum allowable data rate for the transfer of MSDUs.

· Maximum Burst size specifies the maximum burst of the MSDUs that arrive at the MAC SAP at the peak data rate.

· Delay bound is the maximum time allowed for the transport of an MSDU from arrival at local MAC sublayer and completion of successful transmission or retransmission to the destination.

· The Minimum PHY rate specifies the desired minimum PHY rate for this traffic.

· The Surplus Bandwidth Allowance indicates the excess allocation to account for retransmissions.

6.8.3.2.10 Resource Allocation Notification element

The Resource Allocation Notification IE includes the response for the requested resource allocation. It has a structure as shown in the Figure below.
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Figure 6‑27: Resource Allocation Notification Element Specification
· RAR ID is the identification number for the Resource Allocation Request (RAR).

· Resource index is the identification for the Resource Allocation.

· TS Info field contains information on MAC ACK policy, Access policy (RMCA and/or RSCA) etc..

· Service Start Times specifies the offsets for the beginning of allocations (can be more than one for certain traffic types such as voice) within a superframe.

· Service Duration per superframe is the allocated time in a superframe (Beacon Interval).

· Number of allocations per Superframe is the number of equal allocations into which the service duration per superframe is divided.

· Maximum Service Duration specifies the allocation over several superframes.

· Resource Type indicates whether the allocation is Quasi-static or dynamic.

· Extended Beacon (EB) listening periodicity specifies how often the STA needs to list to the EB for timing information.

· The allocation code gives information on whether or not the allocation was successful and under what conditions
· There is an additional IE to indicate peer to peer information (not shown in figure)

6.9 MAC analysis and simulation methodology and assumptions

In this section we compare the Performance of our MAC proposal with the current 802.11e MAC for NRT Applications. The goal of the simulations is to determine the average throughput for a given acceptable delay and the average transmission delay for all users in the system. 

Most of the NRT applications such as Internet File transfer, web browsing and local file transfer etc. are considered background and Best effort services. The resources will not be assigned continuously for these applications either in 802.11e or in our proposal.  The current 802.11e MAC provides AP and STA same priority for Background and Best Effort services. It is well known that the downlink throughput at the AP is low compared to uplink throughput at the STAs in the 802.11e MAC. Our proposal provides AP with higher priority to co-ordinate transmission and reception of data packet. Although we have not provided any simulations results for downlink throughput numbers, it is obvious that the proposed MAC will not be unfair to the downlink traffic. Also, our proposed MAC improves the uplink throughput compared to 802.11e. We have simulated 802.11e and our proposal for bursty uplink traffic. The details of the simulation and parameter assumptions are described in this section. 

6.9.1 Channel Model

In this simulation we assumed a specific packet error rate.. Different error rates apply to data packets and ACK packets, due to their different sizes. Moreover, for the MAC proposal, a different error rate applies to the reservation packets transmitted in the –Aloha part. 

6.9.2 Hidden Node: 

In our simulation we assumed certain percentage of hidden links. Link is defined as the path between two STAs. For example, in a system with 12 users there are 66 links, and 7 links are assumed to be hidden. For the case of 4 users, there are 6 links, and one link is assumed to be hidden. 

6.9.3 Traffic Model

The packet generation follows a Poison process. The mean is chosen so that it yields the desired application data rate. We have not simulated TCP between the traffic generator and the MAC. However, the assumption of exponential inter-arrival times provides burstiness in the NRT data packet generation.  

6.9.4 Offered load: 

The load is increased in the system by two different methods. In one method, the number of users is kept constant. But, the average data rate is increased for each user until the system becomes unstable. In the other method, data rate is kept constant,, but, the number of users is increased until the systems become unstable. 

The details of 802.11e are out of scope of this document. The simulator has all the required 802.11e MAC functionalities. 

In the simulation, the time is divided in reservation periods; each reservation period contains an S-Aloha part, a broadcast channel part and a transmission window. This is shown in the figure below. In this system, collisions might occur in the S-Aloha part. In our simulation, the allocation scheme follows the First In First Out (FIFO) rule. However, fair scheduling algorithms should be considered in real implementations. If the request is received by the AP, the user will not resend the request, unless there is a change in the user’s buffer. The request remains in the AP “request queue”. 
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Figure 6‑28: Reservation Period Element Specification
Note: The time of each slot in the slotted Aloha includes SIFs + transmission time of request packet of size 50 bytes.

	Parameter
	Value

	Number of Users
	Variable

	Application Data Rate
	Variable

	PER (Data Packet)
	0

	PER (ACK)
	0

	PER (S-Aloha Packet)
	0

	MAC PDU Size (bytes)
	1500

	MAC Header Size (bytes)
	50

	Request Packet Size (slotted Aloha) (bytes)
	50 

	ACK Size (bytes)
	30

	ACK Transmission Rate (Mbps)
	54

	Data Transmission Rate (Mbps)
	120

	Physical Layer Preamble (us)
	20

	Maximum Number of Retransmissions
	4

	SIFS (us)
	10

	DIFS (us)
	34

	Minimum Contention Window (slots)
	16 (for 802.11e) 

10 (for S-Aloha)

	Maximum Contention Window (slots)
	256 (for 802.11e)

40 (for S-Aloha)

	Transmission Opportunity 
	1 or 3

	Slot Size (us)
	9 (for 802.11e)

14.81 (for S-Aloha)

	Number of Slots
	10

	Reservation Period (ms)
	7

	Reservation Transmission Rate (Mbps)
	54

	Broadcast Information (bytes)
	550

	Broadcast Data Rate (Mbps)
	54

	% of Hidden Node
	0, 10, 20


6.10 MAC analysis and simulation results

The delay is defined as the difference between the time the packet is successfully received by the AP and the time the packet arrived at the user’s buffer. The average delay is determined for all the packets transmitted from all users. The throughput is defined as the total number of bits successfully transmitted over the entire simulation divided by the total simulation time. The total simulation time for all our simulations was approximately 150 seconds. 

6.10.1 System Capacity (in terms of number of users) 

In this simulation, we assumed an application data rate of 2Mbps for each user and the delay and the throughput were determined for different number of users in the system. We assumed the packet error rate to be zero. 

The curves for throughput and average delay are shown in Figure 6‑29 and respectively. As the number of users in the system increases, the delay increases until the system becomes unstable. When the queue starts building up, the delay starts growing exponentially, and the system becomes unstable. The delay curve shows the maximum number of users that can be supported before the system become unstable (the delay values for unstable system are not meaningful and not shown). For the MAC proposal, total of 32 users each at 2Mbps is supported. For an 802.11e system without hidden nodes, the users supported are 22 and 28 for number of packets /transmission opportunity equal to 1 and 3 respectively. For an 802.11e system with 10% hidden links, this users supported are 18 and 22 for transmission opportunity equal to 1 and 3. 

Considering all overhead in the system (i.e., inter-frame spacing, headers, preambles and acknowledgments), the maximum achievable throughput is 55% of the offered bandwidth, which is approximately 66Mbps (for an assumed physical layer raw data rate average of 120Mbps). With 32 users, the throughput is approximately 64 Mbps, which is close to the maximum achievable. We then conclude that the only limitation in our system is the available bandwidth limitation.

 [image: image29.emf]0

10

20

30

40

50

60

70

0 10 20 30 40

Number of Active Users

Average System Throughput (Mbps)

MAC Proposal

802.11e, TxOp=1,

No hidden links

802.11e, TxOp=3,

No hidden links

802.11e, TxOp=1,

10% hidden links

802.11e, TxOp=3,

10% hidden links

hidden 

node effect 

hidden 

node effect 


Figure 6‑29: Throughput Comparison of Our Proposal against 802.11e
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Figure 6‑30: Average Delay

However, in an 802.11e system, the limitation is not only due to the bandwidth limitation, but also because of collisions, especially in the case where there are hidden nodes. As the probability of hidden nodes increases, the system capacity decreases. For 10% hidden links, 802.11e supports 44 Mbps. This means that our system provides 45% gain in throughput (from 44Mbps to 64Mbps) over 802.11e.

We observe that this gain comes with a penalty of a small increased delay. One of the causes of the increase in delay is that the users need to wait an average of 3.5 ms in order to send a request for bandwidth to the AP (since the reservation period is equal to 7 ms). However, these delays are in the order of few tens of millisecond to a maximum of 100 milliseconds depending on the offered load.  This is not a significant delay for NRT services running as background for best effort traffic. 

6.10.2 System Capacity (in terms of average user throughput)

We now fix the number of users and vary the application data rate of each user. The objective is to find out, for a given number of users in the system, what the maximum supported data rate per user is. The percentage of hidden links is assumed to be 10%, 20% or 30%. The transmission opportunity is equal to 3 in all cases. The results for 8 users are shown below. 

For 8 users, our proposal can support 8.2Mbps application rate per user. For an 802.11e system, the maximum data rate that can be supported is 6.3Mbps, 5.5Mbps and 5.2Mbps per user for the case of 10%, 20% and 30% hidden links, respectively. 

Similar simulation was done for 12 users, and the results are as follows: our proposal can support 5.4Mbps application rate per user. For an 802.11e system, the maximum data rate that can be supported is 4.1Mbps, 3.6Mbps and 3.3Mbps for each user for the case of 10%, 20% and 30% hidden links, respectively. We note again that there is a small penalty in delay in order to get these higher data rates.

Hence, we observed an improvement in throughput of 31% to 58% for 8 users and 31% to 64% for 12 users. 
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Figure 6‑31: Average delay vs. application data rate per user, for 8 users
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Figure 6‑32: Average system throughput vs. application data rate per user, for 8 users

6.10.3 Performance for real time

Our proposed MAC provides guaranteed QOS for RT services. 802.11e can support RT services on EDCA or HCCA mode. In EDCA, RT services get higher priority than background and best effort (mainly NRT services) but no guaranteed Quality of service. AP and STA both contend for resources. However, AP has slightly higher priority than STA. The RT service on EDCA service will have similar performance numbers as shown above. In HCCA, RT services are setup by polling the STA at certain interval based on the QOS negotiation during setup. HCCA can provide guaranteed QOS, but, it needs to send a poll packet to initiate uplink packet transfer. STA needs to respond back with a data packet or 802.11ACk packet within a SIFs time. Also, the STAs need to listen continuously even to send some information once every 100 milliseconds (such as video on Demand). Our MAC proposal not only provides guaranteed QOS, but, also does not require STA to be awake all the time. The STA supporting only RT service can save battery by an amount that depends on the characteristic of the application. (STA only need to be awake to listen for extended beacon and/or SRA. Our MAC is approximately 10% to 25% more efficient in uplink for low data rate high latency application (such as VoIP) as it does not require a poll packet for every uplink transfer 802.11e MAC may become less efficient if the STA MAC is unable to send the data packet in response to a poll within a SIFs period. This imposes a stringent requirement on the MAC turn around time that is not required in our MAC as STAs are aware of the scheduled transmissions and/or reception at the beginning of the superframe.   

6.11 MAC summary and conclusions

We have presented a new MAC for 802.11n that is based on 802.11 and its 802.11e extension. The new MAC improves efficiency and battery consumption for real time operation and throughput at high loads for non real time operation. Improvements have been demonstrated under limited scenario.  

7 Space-Frequency Block Coding with Transmitter Precoding for 802.11n MIMO Operation - PHY 
7.1 Introduction 

This is a partial proposal that describes a spatial processing scheme that is capable of delivering the requirements of 802.11n at a very reasonable complexity. The proposal is based on the combination of orthogonal space-frequency  block codes with optimal precoding based on channel state information, when available, and achieves high capacity and robustness with low complexity implementation at both the transmitter and the receiver.  An additional open loop mode is defined and is backward compatible and provides gain to legacy stations and can be used whenever channel information is not known to the transmitter.

Results demonstrating link performance under a variety of TGn channels are being prepared and will be posted in a separate document.
7.2 PHY advantages and rationale

7.2.1 Advantages

· Provides a robust channel in all channel conditions, with or without channel information feedback

· Low complexity at both transmitter and receiver 

· Scalable solution, can be used with any antenna configuration

· Backward compatibility with enhanced performance with 802.11a/g

7.2.2 Overview

This partial proposal includes a transmitter SFBC MIMO coding and receiver matched filter. In addition it includes transmitter channel precoding and receiver antenna processing as well as channel decomposition functions. The scheme is assumed to be a part of a broader OFDM transmitter – receiver pair which includes the functions of channel estimation, forward error coding / decoding and OFDM modulation and demodulation.

Our proposal would work well with and doesn’t make any particular assumption regarding other elements of the transmitter or receiver.  A top level block diagram of the OFDM-MIMO system is given in Figure 7‑1.
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Figure 7‑1: OFDM MIMO System Block Diagram

7.2.3 Physical Layer MIMO Architecture

There are two modes of operation of the MIMO architecture, a Closed Loop Eigen-Beamforming Mode (CL-EBM) and an Open-Loop Spatial Spreading Mode (OL-SSM). The CL-EBM is used for high data rate transfers between high throughput (HT) nodes when Channel State Information (CSI) is available to the transmitter. The OL is used when CSI is not available. A variant is used for transmission to legacy STA where it provides diversity benefits. 

7.2.3.1 Closed-Loop Mode

In the closed loop mode, channel state information is used to create virtual independent channels by decomposing and diagonalizing the channel matrix by precoding at the transmitter and further antenna processing at the receiver. Given the eigenvalue spread of TGn channels we have opted to reduce the symbol rate and increase robustness by employing a space-frequency orthogonal MIMO coding in the transmitter at the input to the channel Precoder. An SFBC is chosen due to low mobility and the long coherence time of the channel. This scheme allows for a simple receiver implementation, simpler than an MMSE receiver. The combined solution enables higher throughput over a larger range compared to traditional techniques. The technique allows per subcarrier power/bit loading and maintains a sustained robust link through closed loop operation with channel state feedback. Another benefit of the technique is that it is easily scalable to any number of antennas at both transmitter and receiver.

The CSI can be obtained at the transmitter either by feedback from the receiver or through exploiting channel reciprocity. Latency requirements and feedback data rates are typically not significant to the inherent frequency non-selectivity of eigenvalues. A transmitter antenna calibration scheme is required.

In addition, channel quality information (CQI) is used to determine coding rate and modulation per sub-carrier or group of sub-carriers.

7.2.3.2 Open Loop Mode

In the open loop mode, a combination of space-frequency coding and spatial spreading in the transmitter provides diversity without requiring CSI. A variant of this scheme can be used with and provide benefits when operating with legacy 802.11a/g STAs. As in the closed loop mode, channel quality information (CQI) is used to determine coding rate and modulation per sub-carrier or group of sub-carriers.

7.3 MIMO architecture and properties

7.3.1 Architecture

There are two operating modes; Closed Loop Eigen-Beamforming Mode (CL-EBM) and Open Loop Spatial Spreading Mode (OL-SSM). Both modes are supported by the same architecture which employs space-frequency block codes over beam-space.
7.3.1.1 Transmitter

Closed Loop Eigen-Beamforming Mode (CL-EBM)  

Figure-1 shows an example of the proposed transmitter architecture of MIMO-OFDM system for 4 transmit antennas and K subcarriers per OFDM symbol... The sub-carrier pairings are described below.
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Figure 7‑2: Transmitter Block Diagram

SFBC encoding is done over eigen-beams and sub-carriers for each constellation transmitted.  Eigen-beam and sub-carrier pairs are selected to ensure independent channels.

OFDM symbols are carried on K sub-carriers, to accommodate SFBC they are divided into L pairs of groups of sub-carriers.  Note that the bandwidth of the group of sub-carriers usually should be less than the coherence bandwidth of the channel, however when combined with eigen-beamforming this restriction is relaxed due to the frequency insensitivity of the eigen-beams.  Each SFBC is arranged such that the pairs of sub-carrier groups used by the block code may be considered independent.  The following is an example of the Alamouti type SFBC applied to an OFDM symbol.
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Once the SFBC function constructs an OFDM symbol for all subcarriers, the coded blocks are converted from serial to parallel and input to the transmit beamformers (BF per subcarrier  group). The BF function distributes the eigenbeams to the physical transmit antennas. The IFFT function converts the transmission of data in the frequency domain to the data in the time domain.
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Figure 7‑3: Channel Estimation and SVD

As shown in Figure-3, the channel matrix H is decomposed into two beam-forming unitary matrices, U for transmit and V for receive, and a diagonal matrix D per subcarrier (or per subcarrier group) by singular value decomposition (SVD) as follows:

Channel transfer matrix H between nT transmit antennas and nR receive antennas can be written as
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where U and V are unitary matrices and D is a diagonal matrix. 
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 CnTxnT. Then, for transmit symbol vector s, the transmit precoding is simply
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The received signal becomes
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where n is the noise introduced in the channel. The receiver completes the decomposition by using a matched filter:
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After normalizing for channel gain for eigenbeams the estimate of the transmit symbols s becomes
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Hence s is detected without having to perform successive interference cancellation of MMSE type detector. Note that DHD is a diagonal matrix that is formed by eigenvalues of H across the diagonal. Therefore the normalization factor 
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Here U are eigenvectors of HHH, V are eigenvectors of HHH and D is a diagonal matrix of singular values of H (square roots of eigenvalues of HHH).

The power-loading function adjusts power levels with respect to the data rate of each eigenbeam to balance the total transmit power over all eigenbeams (or subcarriers). A description of the power loading function appears below.

Open Loop Spatial Spreading Mode (OL-SSM)

The open loop spatial spreading mode (OL-SSM) reconfigures the eigen-beamformer as a Beamformer Network (BFN) per sub-carrier group.  The BFN processor forms N beams in space, where N is the number of antennas.  The beams are pseudo-randomly permuted by permuting the BFN matrix operation. The independent sub-carrier groups used for the SFBC coding are transmitted on individual beams. At the receiver beam rotation, SFBC decoding, and MRC combining are performed.   
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Figure 4:  Open Loop System Block Diagram

For legacy support SFBC coding is not done.  Instead diversity through beam permutation is performed which improves diversity and therefore the performance of legacy 802.11a/g equipment.

7.3.1.2 Receiver

Figure-4 shows an example of the proposed receiver architecture of MIMO-OFDM system with 4 receive antennas. The FFT function converts the received signal in the time domain to the signal in the frequency domain.  
The SFBC decoders decodes symbols received from sub-carrier groups/eigen-beams, and converts them from parallel to serial, using a prior knowledge of the constellation size.  Symbols associated with an SFBC are combined using MRC combining.  The number of SFBC’s and sub-carrier groups are consistent with those used at the transmitter as described below.
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Figure 7‑4: Receiver Block Diagram

7.3.1.3 Power/bit loading scheme

Power/bit loading used in this system is defined below. This scheme is applied only during the closed loop operation when an accurate CSI is available and the transmitter is able to use this information to perform precoding. Note that the use of SFBC limits the constellation selection on adjacent eigen-beams to be of the same type in order to maintain the orthogonality of the SFBC.  As a consequence, power/bit loading may only be done over pairs of eigen-beams.  
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Figure 7‑5: Power loading across SFBC inputs and channel modes

The power loading we propose is depicted in Figure 6 above. The process is described for the 4x4 operation as follows. For a particular subcarrier k, the four streams of data are mapped to 2 pairs of power/bit loading modes. In other words the modulation order  is selected to be the same for each pair of inputs. This will later map to pairs of eigenbeams. Output of the power/bit loading is applied to the dual 2x2 SFBC blocks and then passed on to the Eigen-beamforming block. Eigen-beamforming maps the inputs to the eigen-beams through the preprocessing that is defined in the details of the MIMO operation above.

Power/bit loading across eigenbeams:

The power loading algorithm for the closed loop operation can be run when new CSI is available. We are proposing to have the same power/bit loading for a group of subcarriers that fall within the expected coherence bandwidth. Towards this end we are dividing the available subcarriers into e.g. four pairs of power/bit loading groups. Therefore SFBC and subsequent power/bit loading will be done the same way across four pairs of groups. This is done to reduce the overhead associated with sending this information between the STA and AP. In this scheme only four sets of power/bit loading information need to be transmitted. In the 40 MHz operation, the number of subcarrier groups will be sixteen (eight pairs) to maintain the same coherence bandwidth relationship.

The steps involved in the power/bit loading calculations across the subcarrier groups are described below. This is explained in the context of one pair of subcarrier groups but is repeated for all four pairs of groups. 
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Figure 7‑6: Pairing of subcarrier groups for the power/bit loading
1. Rank the eigenvalues per subcarrier (λ1(k) > λ2(k) > …  > λnT(k)) and create eigenbeams (E1, E2 , … , EnT ) by grouping the same ranked eigenvalues for the subcarriers in the pair of groups,
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where K is the number of subcarriers in the pair of groups, nT is the number of transmit antennas and λi(k) is the i-th eigenvalue of the k-th subcarrier.

2. Compute the average power gain in each eigenbeam
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for i = 1,2,..,nT

3. Pair the eigenmodes to create Alamouti space-frequency blocks, such that {E1, E2}1, {E3, E4}2,…,{E2i-1, E2i}i …{EnT-1, EnT}nT/2 until all eigenbeams are paired. Then the average SNR for each beam pair is defined as 
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4. Use the average SNR calculated to pick the coding rate and modulation order from the CQI table. This selection is then used for all subcarriers in the pair of subcarrier groups as explained above.  

In the event that one pair of eigenbeams has an SNR that is higher than even the largest entry in the CQI table, then we have the option to reallocate some of the power to the other pairs by a simple scalar multiplication.

7.3.2 PHY properties

7.3.2.1 Scalability with flexible system configuration 

We are proposing a spatial processing scheme that is configurable to any combination of antenna on the transmitter and receiver with up to 4 antennas in each. Depending on the number of antennas on each side, a combination of SFBC and eigen-beamforming options are used. The table below summarizes the various configurations supported and the state of the spatial processing and power loading that is applicable to each scenario.

	Antenna Configuration
(Tx X Rx)
	Space Frequency 
Block Code
	Eigen-Beamforming

	M X N (M, N ≠ 1)
	M/2 block codes
	M beams at Tx
N beams at Rcv

	1 X N  (N ≠ 1)
	not used
	To be determined by receiver vendor

	M X 1 (M ≠ 1)
	M/2 block codes
	M beams at Tx


7.3.2.2 Requirements imposed on the system 

A recent reception of CSI from the STA is required for closed loop operation.  Alternatively channel information can be obtained at the transmitter exploiting channel reciprocity. In this case it is possible for the transmitter and receiver to independently estimate and decompose the channel. The channel update rate (roughly equivalent to its coherency time) is approximately 2msec. That rate can be lowered when the SNR is high resulting in a reduced feedback bandwidth load.

The CL-EBM requires the calibrations of the transmitter to compensate amplitude and phase difference in Tx chain. This is done infrequently, for example during STA association or under application control, and can use channel reciprocity assumption for the estimation of the channel at both ends. 

In addition, a CQI (or SNR) per eigen-beam will be fed back to the transmitter to support adaptive rate control.
The MIMO OFDM scheme was designed to increase robustness so it can support up to 256-QAM modulation so that a 200 Mbps or higher data rate can be supported.   

7.3.2.3 Complexity Analysis

In this section we provide an estimate of the complexity of the transmitter. We assume SVD decomposition is performed in the receiver. 

· Parameters:

· K = 64, 256 subcarriers

· M = N = 1, 2, 4 antennas

· Transmitter Complexity:

· Power loading: K x M operations 

· IFFT: M x (K/2) log2 K complex multiplications (one IFFT for each of the M Tx antennas)

· Transmitter beamforming: K x M x M  (Vs for each of the subcarriers)

· Receiver Complexity:

· FFT: N x (K/2) log2 K complex multiplications (one FFT for each of the N antennas)

· SVD: K x (2 N2 M + 11 M3)  (one SVD for each of the K subcarriers)

· Receiver beamforming: K x N2 + K x 3N (receive matched filter plus normalization) 

The most relevant and complex case for 802.1n will be K=256 (sub-carriers), M=4 (transmit antennas), N=4 (receive antennas). 

7.3.2.4 Backward Compatibility

OFDM packet structure compatible with legacy 802.11a/g, using 64 subcarriers and the same spectral mask as the existing 802.11a/g mask. Allocation of subcarriers is also consistent with the legacy waveform, namely 48 sub-carriers and 4 pilots, henceforth referred to as the ‘short symbol’ format architecture. Other aspects of the PHY such as interleaving and FEC encoding are also chosen to be the same as 802.11a and we will not repeat those definitions here. It is possible to expand the FEC capabilities by including an expanded code rate table, and/or expanded FEC techniques (e.g. LPDC codes). 

7.4 PHY Analysis/Simulation principles 
7.4.1 Simulation parameters:

Short Symbol 

· 3.2 us OFDM symbol

· 64 subcarriers – 48 subcarriers for data symbols and 4 subcarriers for pilot tones

· 800 ns cyclic prefix

· 11 sub-carriers for guard band  plus the DC sub-carrier are nulled
· 20 MHz sample rate

· Same spectral mask as the existing 802.11a mask
The short symbol mode is included for the support of legacy STAs. Since channel state information reporting has not been addressed in the legacy standard, we support the short symbol option by way of an open loop space-frequency coding plus spatial multiplexing..

Long Symbol

· 12.8 us OFDM symbol 

· 256 subcarriers –  192 subcarriers for data symbols and 16 subcarriers for pilot tones

· 800ns cyclic prefix

· DC sub-carrier is nulled, plus 47 sub-carriers for the guard band

· Compatible with short symbol operation

· Both 20 MHz and 40 MHz bandwidth are supported

7.5 PHY Analysis/Simulation results & Discussion 
Results demonstrating link performance under a variety of TGn channels are being prepared and will be posted in a separate document.
7.6 PHY Summary and Conclusions
We have presented a partial proposal describing a scheme that is capable of delivering the requirements of 802.11n at a very reasonable complexity when used as a part of a MIMO – OFDM system. The proposal is based on the combination of orthogonal space-frequency block codes with optimal precoding based on channel state information, when available, and achieves high capacity and robustness with low complexity implementation at both the transmitter and the receiver.  An additional open loop mode was defined that is backward compatible and provides gain to legacy stations and can be used whenever channel information is not known to the transmitter.

Results demonstrating link performance under a variety of TGn channels are being prepared and will be posted in a separate document.
8 Definitions

1. Access Point (AP):

Any access point that is compliant with the proposed 802.11n standard.

2. Information Element (IE):

Variable length frame body components.

3. Legacy AP:

Any AP that is complaint with 802.11 standards predating the proposed 802.11n standard and therefore does not support the proposed 802.11n standard.

4. Legacy STA:

Any STA that is complaint with 802.11 standards predating the proposed 802.11n standard and therefore does not support the proposed 802.11n standard.

5. RCF Management Channel Access (RMCA):

Channel access procedure under RCF for management functions.

6. RCF Scheduled Channel Access (RSCA):

Channel access procedure under RCF for scheduling functions.

7. Resource Coordination Function (RCF):

Resource coordination function provides channel access functions to allow MAC frame exchange sequences for QoS based service for 802.11n compliant STAs during 802.11n period with support for backward compatibility.

8. Resource index:

Identification number for the scheduled resource allocation to a resource request from an STA to support a given traffic type.

9. Scheduled Resource Allocation (SRA):

Scheduled Resource allocation is an amount of resource (e.g. Time and subchannel) allocated by the AP to support a given traffic.

10. STA:

Any station (STA) that is compliant with the proposed 802.11n standard.

9 Appendix

9.1 MAC Appendix

9.1.1 Guard time (Informative)

In the 802.11n period, guard times are needed to prevent transmissions in any two adjacent scheduled resource allocations (SRAs or MSRAs) from colliding. The guard time required depends upon the physical size of the BSS, the drift of the local STA time and the ideal time at the RC. The clock at the STA may be fast or slow relative to the ideal time. The propagation delay may have an insignificant impact especially for distances of suggested in 802.11n model scenarios. The RC may estimate a single worst case guard time for the entire 802.11n period or between two schedule announcements via the extended beacon. The RC may also calculate guard time based on the nature of SRA assignment (Quasi-static or dynamic) and the position of the SRA or MSRA in the superframe. For example the Quasi-static SRA assignments may require longer guard time to keep allocations over superframes the same while accommodating small drifts in beacon times. 

9.1.2 Admission control at the RC (Informative)

Admission control may be necessary to efficiently utilize the available bandwidth resources. Admission control may also be required to guarantee QoS . The RC can either implement admission control in the network or defer such admission control decisions to another entity. Admission control may be standardized by 802.11n or other groups or may be left for vendor-implementation of the scheduler. The admission control may depend on available channel capacity, link conditions, retransmission limits, and the QoS requirements of a given traffic stream. Any stream may be admitted or rejected based on all of these criteria. 

9.1.3 AP and STA operation (Informative)

9.1.3.1 AP operation
An AP that supports legacy operation begins the superframe by transmitting the legacy beacon which we assume 802.11n STAs can also understand. In the Beacon, it announces the CFP thereby preventing legacy STAs from transmitting during that period. The AP supports 802.11n STAs in the 802.11n period established within the CFP. Immediately following the beacon the AP transmits an extended beacon which has information for the 802.11n STAs about the allocations in 802.11n period such as SRAs and MSRAs. If legacy operation is not supported the beacon and CP need not exist. During the legacy CP operation a preamble is needed for 802.11n STAs for PHY compatibility however at the MAC level the signaling supports both 802.11n and legacy STAs 

The extended beacon is transmitted by the AP with a specified periodicity. 

The AP supports the operation of the assigned SRAs in the following manner. In an MSRA the AP receives new STA association / reassociation and allocation requests from associated STAs in a slotted ALOHA mode. At the end of the MSRA the AP sends a collective response to all contending STAs about their resource allocation or association/reassociation. It makes quasi-static and dynamic SRA assignments in the collective resource response message and also announces the locations of these SRAs in the extended beacon. During open RA the AP initiates frame exchange with STAs in a non-contention mode. If any assigned SRA is not used by the STA the AP may grab it after a DIFS period and converts it into an open RA duration and exchanges frames with STAs that are listening during that period. 

STA Operation:

A STA that is new to a BSS will listen to the beacon (or extended beacon when no legacy is supported) to synchronize and obtain system information. Next it listens to the extended beacon for the location of an MSRA. In the MSRA the STA contends under slotted ALOHA mode with other STAs to send association or reassociation requests. On receiving an association or reassociation response in the collective response from the AP at the end of the MSRA the STA may associate with the intended AP. Next if the STA wishes to obtain an SRA for transmission it waits for an MSRA whose location is obtained from the extended beacon. In the MSRA the STA contends under slotted ALOHA mode with other STAs to send its Resource Allocation Request for an SRA assignment. At the end of the MSRA the STA receives the resource allocation response along with all other contending STAs in a collective response from the AP.  The resource allocation response contains information about the SRA assignment. If the SRA assignment is quasi-static the STA may go into power save mode and wake up only to listen to the extended beacon for the exact location of the assigned recurring resource and to conduct frame exchange during the SRAs.  If the SRA assignment is dynamic the STA may go into power save mode and wake up only to listen to the extended beacon for the exact location of the assigned resources for the burst and to conduct frame exchange during the SRAs. STAs that have NRT data to transmit may listen during open RA to avail of an opportunity to transmit their packets. A battery operated STA may indicate a need to sleep between the extended Beacon. In this case, AP will not transmit any data packet to the STA during open RA. It will schedule the SRA every superframe for downlink traffic.

 In Figure 9‑1below an SRA assignment is illustrated in the form of a flow chart.

An SRA allocation may not be sufficient if the PHY data rate falls below the expected rate at which the SRA was set up or if buffer occupancy is higher than expected. In this case a supplemental SRA may be allocated in the same superframe if there are resources available to meet the bandwidth demand in that superframe. A supplemental SRA is a one time allocation that may be set up by including the setup information in the header of the last message transmission from the AP to STA in the given SRA.  For a downlink traffic stream, AP can piggyback the resource allocation information on the data packet as it has sufficient time to process the buffer occupancy information and allocate supplemental SRA. However, For the uplink, AP may piggyback this supplemental SRA information on a data packet. Supplemental SRA information may be actual allocation information or an indication may not have sufficient time to process the request of more bandwidth. In this case, it will indicate to the STA to listen in certain open RA. AP will send the information about supplemental SRA in the particular open RA. AP may also initiate the uplink data transfer in the open RA. 
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Figure 9‑1: Flow chart for SRA assignment
9.1.4 Data Transfer after DLP setup
We work on the same principle for DLP as defined in 802.11e. It is the responsibility of STAs in DLP to negotiate the traffic stream (i.e. resource allocation in our case). In our proposal for 11n STA, data transfer will have following steps:  

· STA1 will send the request packet in the MSRA. The resource allocation information will be sent in the broadcast following the MSRA.
· Resource Allocation: It is the responsibility of STA to define the QOS requirement of the application and send the channel quality between the two STAs (optional).  AP responds back with the BW allocation information. Typically, RT application will have resources allocated over the duration of application, whereas, NRT will get resources assigned on the need basis. 
· For RT application, after the resource allocation is sent by the AP after the end of the MSRA the resource timing information is will be broadcast in every extended beacon. The information element will contain the STA Identities of both STA1 and STA2. This is needed to ensure that both the STAs are awake during the assigned time. 
· At the assigned time and/or channel, STA1 will send the first packet to STA2. STA2 can respond back with the ACK or Data+ACK as negotiated between the two STAs. 
· STA1 can send a request for BW packet to the AP for supplemental SRA. However, it has to ensure that there is time for AP’s response. AP can respond as defined in 6.4.2.3. 
· For NRT application, the steps are very similar. However, AP assigns the resource after the MSRA period is over via Resource allocation message (broadcast message). It will only be assigned for a short duration to satisfy the current buffer occupancy requirement. Again , the first packet will be send by STA1. 
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