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Abstract

This document is a response to Call For Proposal for P802.11n standard referenced by [5]. It includes Functional Requirements table, comparison criteria response and a technical overview. 

At MAC level the proposal defines a new access scheme called ECCF (Extended Centralised Coordination Function) allowing a great efficiency and a strong QoS support in all scenarios while keeping backward compatibility. It is based on a fast, dynamic and accurate resource allocation obtained by using a MAC time frame, a centralised allocation process and a resource request / grant scheme to perform allocation in uplink.

At PHY level several new features are defined including a multiple antenna extension based on combinations of Spatial Division Multiplexing and Space Time Block Coding and a second OFDM modulation using 104 data subcarriers among 128 in the 20MHz bandwidth. An additional puncturing pattern introducing a 5/6 code rate is also considered. The modifications introduced can be combined with larger channel bandwidths such as 40MHz, and also with advanced coding schemes such as Turbo and LDPC codes.

Presentation material is composed of the following elements:

· 11-04-0914-01-000n-Mitsubishi-ITE-Motorola-Proposal-Response is the response to functional requirements, comparison criteria table. It includes also a technical overview (this document),

· 11-04-0916-01-000n-Mitsubishi-ITE-Motorola-Proposal-Presentation is the detailed technical description of the proposal ,

· IEEE 802 11-03/858r7, Call for Proposals for P802.11n includes all detailed simulation results in spread sheets format,

· 11-04-0986-00-000n-mitsubishi-ite-motorola-proposal-simresults is the proposal presentation
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Functional requirements table

Number
Name
Coverage (Yes/No)
Results Reference

R1
Single Link HT rate supported
Yes
See 4.3

R2
HT rate supported in 20MHz channel
Yes
Since we have a MAC efficiency of about 80%, this requirement is achieved with a PHY rate of 120 Mbit/s, which can be reached in a 20 MHz band with a 2x2 antenna configuration and a 64 QAM 5/6 code.

R3
Supports 5GHz bands
Yes


R4
.11a backwards compatibility
Yes
All .11a PHY modes can be used. 

R5
.11g backwards compatibility
Yes
All .11g PHY modes can be used.

R6
Control of support for legacy STA from .11n AP
Yes


R7
.11e QoS support
Yes
EDCA and HCCA can be used without any modification.

R8
Spectral Efficiency
Yes


R9
Compliance to PAR
Yes


2. Comparison criteria table

2.1 Additional disclosures

Number
Name
Disclosure

AD1
Reference submissions


AD2
TCP Model Parameters
Reno based.

TCP window sizes:

· Set to 64 Kbytes in scenario 1, 6

· Set to 192 Kbytes in scenarios 4, 4bis, 1bis and 6bis

AD3
MAC simulation methodology
See 5

AD4
MAC simulation occupied channel width
See simulation results.

2.2 Comparison Criteria

Number
Name
Disclosure

CC2
Regulatory compliance
40 MHz physical modes allowed in some countries only. The MAC presented here does not mandate 40 MHz operations.

CC3
List of goodput results for usage models 1,4 and 6.


Referred to as Metric 1 in CC20:

Scenario 1:
78.62 
Mbit/s (average PHY data rate: 105.73 Mbit/s)

Scenario 4: 
129.77 
Mbit/s (average PHY data rate: 186.83 Mbit/s)

Scenario 6: 
59.44 
Mbit/s (average PHY data rate:   91.39 Mbit/s)

Note: hereafter results for scenarios 1, 4 and 6 with fully backlogged TCP sources (denoted 1bis, 4bis and 6bis). TCP flows use as much bandwidth as available. 

Scenario 1bis: 
102.89 
Mbit/s (average PHY data rate: 140.05 Mbit/s)

Scenario 6bis: 
90.76 
Mbit/s (average PHY data rate: 137.00 Mbit/s)



CC6
PHY complexity
TBC

CC7
MAC processing complexity
Complexity similar to 802.11e (including HCCA)



CC11
Backward compatibility  with 802.11-1999 (Rev 2003) and 802.11g
· The AP broadcasts beacons legacy devices can decode.

· DCF access method is not modified at all inside the Contention Periods, thus legacy devices are not affected and can fully inter-operate

· HCCA and EDCA, as defined in .11e, can be used without modification

· See chapter 7  in general, paragraph 7.1.2 more specifically



CC15
Sharing of medium with legacy devices
Case 1: TGn stations use PHY 3x3 64QAM¾ with 3 spatial streams in one 20 MHz channel (162 Mbit/s). Legacy station uses 64 QAM¾.

Metric T1 (scenario 17): 
100.00 
Mbit/s

Metric T2 (scenario 18):
30.00 
Mbit/s

Metric T3 (scenario 19):
100.00
Mbit/s

Metric T4 (scenario 19):
7.20 
Mbit/s

See 3.3.4 for details.



CC18
HT Usage Models Supported (non QoS)
Note: hereafter results for scenario 1 and 6 with reduced set of PHY modes

Scenario 1:

Goodput per non-QoS flow:
see [4]
Average PHY data rate:
106.26 
Mbit/s

Aggregate goodput for non-QoS flows:
29.30 
Mbit/s

Ratio for non-QoS flows: 
94.50 
%

Scenario 6:

Goodput per non-QoS flow:
see [4]
Average PHY data rate:
91.60 
Mbit/s

Aggregate goodput for non-QoS flows:
18.21 
Mbit/s

Ratio for non-QoS flows: 
91.06 
%

Note: hereafter results for scenarios 1, 4 and 6 with complete set of PHY modes. Scenario 1 and 6 uses fully backlogged TCP sources (denoted as 1bis and 6bis) so that TCP flows use as much bandwidth as available. 

Scenario 1bis:

Goodput per non-QoS flow:
see [4]
Average PHY data rate:
140.05 
Mbit/s

Aggregate goodput for non-QoS flows:
50.36 
Mbit/s

Ratio for non-QoS flows: 
162 
% (*)

Scenario 4:

Goodput per non-QoS flow:
see [4]
Average PHY data rate:
186.83 
Mbit/s

Aggregate goodput for non-QoS flows:
120.62 
Mbit/s

Ratio for non-QoS flows: 
26.74
%

Scenario 6bis:

Goodput per non-QoS flow:
see [4]
Average PHY data rate:
137 
Mbit/s

Aggregate goodput for non-QoS flows:
45.89 
Mbit/s

Ratio for non-QoS flows: 
229.45
 % (*)

(*) The reference TCP throughput of 30Mbit/s has been used, which explains the value greater than 100%.



CC19
HT Usage Models Supported (QoS)
Scenario 1:

PLR of each QoS flow:
see [4]
Nb of QoS flows satisfying the objectives:
17

% of QoS flows satisfying the objectives:
100 
%

Scenario 4:

PLR of each QoS flow:
see [4]
Nb of QoS flows satisfying the objectives:
18

% of QoS flows satisfying the objectives:
100 
%

Scenario 6:

PLR of each QoS flow:
see [4]
Nb of QoS flows satisfying the objectives:
39

% of QoS flows satisfying the objectives:
100 
%



CC20
BSS Aggregate Goodput at the MAC data SAP

Scenario 1
Scenario 6

Average PHY data rate (Mbit/s)
106.26
91.60

Metric 1 (Mbit/s)
81.83
63.09

Metric 2 (Mbit/s)
81.83
63.09

Metric 4 (Mbit/s)
81.83
63.09

Note: hereafter results for scenarios 1, 4 and 6 with complete set of PHY modes. Scenario 1 and 6 uses fully backlogged TCP sources (denoted as 1bis and 6bis) so that TCP flows use as much bandwidth as available.


Scenario 1bis
Scenario 4
Scenario 6bis

Average PHY data rate (Mbit/s)
140.05
189.63
137

Metric 1 (Mbit/s)
102.89
129.77
90.76

Metric 2 (Mbit/s)
102.89
129.77
90.76

Metric 4 (Mbit/s)
102.89
129.77
90.76

Detailed results are presented in document [4].

CC24
MAC Efficiency
Scenario 1:
77.01 % 


Scenario 6:
68.87 %


Note: hereafter results for scenarios 1, 4 and 6 with complete set of PHY modes. Scenario 1 and 6 uses fully backlogged TCP sources (denoted as 1bis and 6bis) so that TCP flows use as much bandwidth as available.

Scenario 1bis:
73.46 %


Scenario 4bis:
65.04 %


Scenario 6bis:
66.25 %


Detailed results are presented in document [4].

CC27

CC28
Throughput / Range


TBC



CC46
MAC Compatibility and parameters
No options of 802.11a/b/d/e/g/h/i/j are required.

CC47
MAC  extensions
We define a new access method called Extended Centralised Coordinator Function (ECCF), which is an extension of HCCA.

This access scheme takes place in the CFP period. Alternatively, it can happen during any period of time AP reserves in the same way .11e defines periods for HCCA. Both methods assure a full backward compatibility with legacy 802.11 and its extensions .e, .h, .i and others.

It is based on a centralised resource management, with on-demand resource requests.

An overview is given in 7, while document [4] gives a detailed description. 



CC51
Data rates
The simulations presented in this proposal suppose the following PHY modes list:


1x1 (*)
2x2 Ns=1
2x2 Ns=2
3x3 Ns=2
3x3 Ns=3

BPSK½
6
6
N/A
12
N/A

BPSK¾ 
12
12
N/A
24
N/A

QPSK½
18
18
N/A
36
N/A

16QAM½ 
24
24
N/A
48
N/A

16QAM¾ 
36
36
72
72
N/A

64QAM2/3
48
48
96
96
144

64QAM¾
54
N/A
108
N/A
162

64QAM5/6
N/A
60
120
120
180

256QAM¾
N/A
N/A
144
N/A
216

(*) Legacy Modes

N/A: Non Applicable

Ns=Number of spatial stream

Throughput values in Mbit/s



CC42
Preambles
PHY modes have preambles of following duration:

SISO:
20 µs

2x2:
24 µs

3x3:
24 µs



CC51.5
Channelisation
Channelisation is 20 MHz.

CC52
Spectral Mask
TBD

CC58
HT Spectral Efficiency
TBD

CC59
AWGN PER performance
TBD

CC67
PER performance in non AWGN channels
TBD

CC67.2
Offset Compensation
TBD

CC80
Required changes to 802.11 PHY
A 120 Mbit/s PHY is mandatory to reach target of 100 Mbit/s at MAC-SAP

108 Mbit/s at PHY is enough for completing requirements in scenarios 1 and 6.

2.3 Detailed Simulation results

2.3.1 PHY modes list

Table below summarises the PHY mode list and throughputs (in MBit/s) that are used among all the system simulations.


1x1 (*)
2x2 Ns=1
2x2 Ns=2
3x3 Ns=2
3x3 Ns=3

BPSK½
6
6
N/A
12
N/A

BPSK¾ 
12
12
N/A
24
N/A

QPSK½
18
18
N/A
36
N/A

16QAM½ 
24
24
N/A
48
N/A

16QAM¾ 
36
36
72
72
N/A

64QAM2/3
48
48
96
96
144

64QAM¾
54
N/A
108
N/A
162

64QAM5/6
N/A
60
120
120
180

256QAM¾
N/A
N/A
144
N/A
216

Ns=Number of spatial stream

(*) Legacy Modes


PHY preambles have the following duration depending on antenna configuration:

Antenna configuration
Preamble duration (µs)

SISO
20

2x2
24

3x3
24

2.3.2 PHY modes use

For scenario 1bis, 4 and 6bis, PHY modes have been statically selected for each data flow using the distance between transmitter and receiver STAs, and a targeted PER of 3.10-2 have been considered for performance report in the Comparison Criteria. For scenario 1 and 6, PHY modes more robust than required have been statically selected, so that the system is fully loaded with traffic defined in the legacy IEEE usage mode. A resulting lower PER of 10-2 is considered in this case.

Whatever the scenario is, for a given data flow, the same PHY rate is applied on the entire simulation duration (i.e. dynamic rate adaptation is not simulated).

2.3.3 CC 18 through CC24

2.3.3.1 Scenario1

In this scenario, all stations use either MIMO 3x3 64QAM¾ (Ns=2) or 2x2 16QAM3/4 (Ns=1). 2x2 mode is used for portable terminals (VoIP, game controller...). These PHY modes are more robust than required and by using them, the cell is fully loaded which allows to calculate the efficiency (CC24). The average PHY data rate is 105 Mbit/s and is the lower data rate that allow the system to fulfil scenario's requirements. 

The number of contention interval (CTI) per MTF (sub-frame) is equal to 3.

Detailed results are presented in [4] while Table 3‑1 summarises them.

 Scenario 1: Performance Summary

PER

0
10-2
3.10-2
5.10-2
10-1
1,5.10-1

Name
Unit
Value
Value
Value
Value
Value
Value

Aggregated goodput for non-QoS flows (CC18)
Mbit/s
31.30
29.30
26.09
23.22
17.75
13.00

Ratio for non-QoS flows (CC18)
%
100
94.54
84.19
74.91
57.26
41.96

Aggregated goodput for QoS flows
Mbit/s
52.523
52.523
52.523
52.523
52.523
52.522

Number of QoS flows satisfying the objectives (CC19)

17
17
17
17
17
17

% of QoS flows satisfying the objectives (CC19)
%
100
100
100
100
100
100

Total aggregate goodput (metric 1 of CC20)
Mbit/s
83.83
81.83
78.62
75.75
70.27
65

Metric 2 of CC20
Mbit/s
83.83
81.83
78.62
75.75
70.27
65

Metric 3 of CC20
Mbit/s
83.83
81.83
78.62
75.75
70.27
65

Average PHY rate
Mbit/s
106.55
106.26
105.73
105.21
104.16
103.19

MAC efficiency (CC24)
%
78.68
77.01
74.36
71.99
67.47
63.50

Table 3‑1: Performance summary for scenario 1

As robust PHY modes are used, a PER of 1% is considered as a mean value in normal conditions. Values corresponding to this PER are reported in Comparison Criteria table.

2.3.3.2 Scenario1bis

Scenario 1 has been slightly modified to have in any case a full physical medium. For that purpose, the local file transfer source has been unleashed, letting TCP source occupying as bandwidth as available. Indeed, with the fully backlogged TCP traffic, we obtain a simulation of maximum system performances. 

Physical MIMO modes range from 36 Mbit/s (2x2, 16 QAM3/4, Ns=1) up to 216Mbit/s with a 3x3 antennas configuration and modulation 256QAM3/4(Ns=3). They have been selected upon the distance of each station pair. 

Scenario 1bis: Performance Summary

PER

0
10-2
3.10-2
5.10-2
10-1
1.5 10-1

Name
Unit
Value
Value
Value
Value
Value
Value

Aggregate goodput for non-QoS flows (CC18)
Mbit/s
55.79
53.69
50.36
47.51
41.82
36.76

Ratio for non-QoS flows (CC18)
%
179.96
173.20
162.47
153.28
134.93
118.60

Aggregate goodput for QoS flows
Mbit/s
52.523
52.523
52.523
52.523
52.523
52.523

Number of QoS flows satisfying the objectives (CC19)

17
17
17
17
17
17

% of QoS flows satisfying the objectives (CC19)
%
100
100
100
100
100
100

Total aggregate goodput (metric 1 of CC20)
Mbit/s
108.31
106.21
102.89
100.04
94.35
89.29

Metric 2 of CC20
Mbit/s
108.31
106.21
102.89
100.04
94.35
89.29

Metric 3 of CC20
Mbit/s
108.31
106.21
102.89
100.04
94.35
89.29

Average PHY rate
Mbit/s
139.14
139.50
140.05
140.56
141.69
142.77

MAC efficiency (CC24)
%
77.84
76.14
73.46
71.17
66.59
62.54

Table 3‑2: Performance summary for scenario 1bis

A PER of 3% is considered as a mean value in normal conditions. Values corresponding to this PER are reported in Comparison Criteria table.

Detailed results are presented in [4].

2.3.3.3 Scenario 4

Scenario 4 has been kept unmodified since defined TCP sources are sufficient to fully load the cell. Physical MIMO modes range from 108 Mbit/s (2x2, 16 QAM3/4, Ns=2) up to 216Mbit/s with a 3x3 antennas configuration and modulation 256QAM3/4(Ns=3). They have been selected upon the distance of each station pair.

The number of contention interval (CTI) per MTF (sub-frame) is equal to 6.

Scenario 4: Performance summary

PER

0
10-2
3.10-2
5.10-2
10-1
1,5.10-1

Name
Unit
Value
Value
Value
Value
Value
Value

Aggregate goodput for non-QoS flows (CC18)
Mbit/s
128.49
125.25
120.62
116.47
106.85
98.08

Ratio for non-QoS flows (CC18)
%
28.49
27.77
26.74
25.82
23.69
21.75

Aggregate goodput for QoS flows
Mbit/s
9.151
9.151
9.151
9.151
9.151
9.151

Number of QoS flows satisfying the objectives (CC19)

18
18
18
18
18
18

% of QoS flows satisfying the objectives (CC19)
%
100
100
100
100
100
100

Total aggregate goodput (metric 1 of CC20)
Mbit/s
137.65
134.40
129.77
125.62
116.01
107.23

Metric 2 of CC20
Mbit/s
137.65
134.40
129.77
125.62
116.01
107.23

Metric 3 of CC20
Mbit/s
137.65
134.40
129.77
125.62
116.01
107.23

Average PHY rate
Mbit/s
187.23
187.03
186.83
186.69
186.31
185.96

MAC efficiency (CC24)
%
73.52
71.86
69.46
67.29
62.26
57.67

Table 3‑3: Performance summary for scenario 4

A PER of 3% is considered as a mean value in normal conditions. Values corresponding to this PER are reported in Comparison Criteria table.

Detailed results are presented in [4].

2.3.3.4 Scenario 6

In this scenario, all stations use either MIMO 3x3 64QAM2/3 (Ns=2) or 2x2 64QAM5/6 (Ns=1). 2x2 mode is used for VoIP terminals. These PHY modes are more robust than required and by using them, the cell is fully loaded which allows to calculate the efficiency (CC24). The average PHY data rate is 91.60 Mbit/s and is the lower data rate that allow the system to fulfil scenario's requirements. 

The number of contention interval (CTI) per MTF (sub-frame) is equal to 6.

Detailed results are presented in [4] while Table 3‑4 summarises them.

Scenario 6: Performance Summary

PER

0
10-2
3.10-2
5.10-2
10-1
1,5.10-1

Name
Unit
Value
Value
Value
Value
Value
Value

Aggregate goodput for non-QoS flows (CC18)
Mbit/s
20.06
18.21
14.56
11.58
5.88
1.06

Ratio for non-QoS flows (CC18)
%
100
91.06
72.82
57.88
29.32
5.29

Aggregate goodput for QoS flows
Mbit/s
44.875
44.875
44.875
44.875
44.875
44.875

Number of QoS flows satisfying the objectives (CC19)

39
39
39
39
39
39

% of QoS flows satisfying the objectives (CC19)
%
100
100
100
100
100
100

Total aggregate goodput (metric 1 of CC20)
Mbit/s
64.93
63.09
59.44
56.45
50.74
45.93

Metric 2 of CC20
Mbit/s
64.93
63.09
59.44
56.45
50.74
45.93

Metric 3 of CC20
Mbit/s
64.93
63.09
59.44
56.45
50.74
45.93

Average PHY rate
Mbit/s
91.68
91.60
91.39
91.17
90.68
90.14

MAC efficiency (CC24)
%
70.82
68.87
65.04
61.92
55.96
50.96

Table 3‑4: Performance summary for scenario 6

As robust PHY modes are used, a PER of 1% is considered as a mean value in normal conditions. Values corresponding to this PER are reported in Comparison Criteria table.

2.3.3.5 Scenario 6bis

Scenario 6bis has been slightly modified to have in any case a full physical medium. For that purpose, the local file transfer sources have been unleashed, letting TCP sources occupying as bandwidth as available. Indeed, with the fully backlogged TCP traffic, we obtain a simulation of maximum system performances. 

Physical MIMO modes range from 48 Mbit/s (2x2, 64 QAM2/3, Ns=1) up to 216Mbit/s with a 3x3 antennas configuration and modulation 256QAM3/4(Ns=3). They have been selected upon the distance of each station pair. 

A PER of 3% is considered as a mean value in normal conditions. Values corresponding to this PER are reported in Comparison Criteria table.

Scenario 6bis: Performance Summary

PER

0
10-2
3.10-2
5.10-2
10-1
1,5.10-1

Name
Unit
Value
Value
Value
Value
Value
Value

Aggregate goodput for non-QoS flows (CC18)
Mbit/s
51.39
49.14
45.89
42.86
35.75
29.15

Ratio for non-QoS flows (CC18)
%
256.95
245.68
229.45
214.32
178.76
145.74

Aggregate goodput for QoS flows
Mbit/s
44.875
44.875
44.875
44.875
44.875
44.875

Number of QoS flows satisfying the objectives (CC19)

39
39
39
39
39
39

% of QoS flows satisfying the objectives (CC19)
%
100
100
100
100
100
100

Total aggregate goodput (metric 1 of CC20)
Mbit/s
96.26
94.01
90.76
87.74
80.63
74.02

Metric 2 of CC20
Mbit/s
96.26
94.01
90.76
87.74
80.63
74.02

Metric 3 of CC20
Mbit/s
96.26
94.01
90.76
87.74
80.63
74.02

Average PHY rate
Mbit/s
137.06
137.01
137.00
137.05
137.28
137.55

MAC efficiency (CC24)
%
70.24
68.62
66.25
64.02
58.73
53.81

Table 3‑5: Performance summary for scenario 6bis

Detailed results are presented in [4].

2.3.4 CC15 (scenarios 17, 18 and 19)

For scenario 18, we made a theoretical analysis considering a 802.11a station using the 64 QAM physical mode that give a throughput of 54 Mbit/s to the MAC. The goodput of 30 Mbit/s is the theoretical best case goodput a legacy MAC is able to offer.

In case 1, we suppose that the TGn AP and the TGn stations use a PHY mode 3x3 64QAM3/4 with 3 spatial streams on one 20 MHz channel, giving a throughput above the PHY of 162 Mbit/s with an average PER of 3%.

Simulation of scenario 17 gives following results:


Goodput: 
100.00
Mbit/s


Frame occupancy: 
76
%

Thus the AP reserves 24% of the time for legacy devices, leading to results of scenario 19:


Goodput for HT station: 
100.00
Mbit/s


Goodput for Legacy station:
7.20
Mbit/s

We supposed in example above that the AP give the priority to TGn station. Since ECCF is a centralised resource allocation scheme, any other sharing is possible. Thus, the AP is able to split the superframe according to different factors, the number of associated legacy and TGn stations for example.

3. Other simulation results

3.1 MAC efficiency comparison

Figure 4‑7 presents the MAC efficiency achieved with the previously presented scenarios.
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Figure 4‑1: MAC efficiency versus PER 

3.2 Non-QoS goodput

This section contains figures relative to the throughput achieved for the TCP flows in the different scenarios. 
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Figure 4‑2: TCP throughput versus PER in scenarios 1 and 1bis
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Figure 4‑3: TCP throughput versus PER in scenario 4
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Figure 4‑4: TCP throughput versus PER in scenarios 6 and 6bis


3.3 Maximum goodput in point to point configuration
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 Figure 4‑5: MAC efficiency vs. PHY throughput

An extra simulation has been performed where a single UDP source is defined and the most efficient PHY modes (3x3 256QAM3/4, Ns=3) is used to transmit data. Traffic is emitted from the AP to the STA and the packet length is 1500 octets. 

On Figure 4‑5, results show the high goodput that is reached by the system when only one STA is associated to the cell and when radio conditions are perfect. For instance, for a realistic PER of 3.10-2, the efficiency is 82.7% resulting in a MAC goodput of 178.5Mbit/s. 

3.4 Delays

Figure 4‑6 gives the cumulative distribution function of transmission delays in scenario 1 for TCP and VoIP flows in various channel conditions (different PER).
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Figure 4‑6: Delay distribution (scenario 1)

Even when the medium is full radio condition very harsh, VoIP traffics experience delays that are always below 20 ms which results in a 0% Packet Loss Rate.

3.5 Mixed traffic handling  
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Figure 4‑7: Mixed traffic handling

To assess system capacity to handle a large amount of mixed traffic, we defined a new scenario.

We considered 1 TCP data flow, able to fully backlog the medium, transmitted using a MIMO mode at 128 Mbit/s, and VoIP sessions, each one having duplex traffic (2 x 96 kbit/s) and different PHY modes among simulation runs. We increased the number of VoIP sessions and report how the TCP traffic is impacted.

Figure 4‑7 report simulation results. The system is able to handle correctly 30 VoIP sessions while offering room for at least 70 Mbit/s of TCP traffic.

4. Simulation conditions and hypothesis

4.1 System simulations

The system simulations have been performed on a C/C++ simulator modelling the MAC layer and the PHY layer abstraction. It is connected to a TCP/IP stack (Reno type, window size 64K or 192K), and is fed by a flow generator on top of it. 

The MAC efficiency definition given in the CC is relevant only for a 100% medium occupancy, i.e. if the aggregated throughput of all sources is greater than the system capacity. With the MAC efficiency we are able to show up, this is not achieved in original scenarios such as number 1 and 6.

Thus, we ran two sets of simulations: 

· The first one, referred by scenario numbers 1 and 6, uses the minimal PHY mode that fulfils scenarios' requirements.

· In the second set, for each scenario, MIMO PHY modes are selected depending on range. We modified slightly scenarios 1 and 6 to remove the throughput limitation of "Local file transfer" sources and numbered them 1bis and 6bis. Indeed, TCP sources take all the remaining bandwidth and give a good metric of maximum system performances.

Whatever the scenario is, for a given data flow, the same PHY rate is applied on the entire simulation duration (i.e. dynamic rate adaptation is not simulated).

4.1.1 Simulation parameters

· Unique MAC configuration: no knob activation nor parameter tuning depending on the context or scenario

· MAC, EC and segmentation overhead fully taken into account

· Dynamic resource allocation based on requests from STA

· Simple Round Robin scheduler (per priority level), 2 priority classes

· No contention period, 2 ms long MTF

· 2, 4 or 6 CTIs per MTF according to scenarios

· Simulated time: 3 to 20 min. 

4.1.2 PHY abstraction

The PHY abstraction (link adaptation, error model and impairments) have been modelled as follows.

· Link adaptation: 

The simulations are processed with an elementary and static link adaptation model, which selects the PHY mode with respect to the transmission range of the link. This is a simple model, parameterised with very conservative hypothesis.

It must be noted that the link adaptation was activated only in scenarios 1bis, 4 and 6bis.

· Error model:

· Error distribution: The simulator uses a uniformly distributed error model. The accuracy of such model might differ depending on the considered PHY as the error behaviour depends on several factors such as link adaptation, channel characteristics and PHY design, but it must be noted that this error model is the most stressful for the MAC. Indeed, the performances we disclose correspond to a minimum bound. 

· PER value: Simulations have been run for several average PER from 0 to 1,5.10-1 and we selected the PER operating point at 3.10-2 in the comparison criteria. This value is very conservative as it applies to short packet (134 bytes or less) and is equivalent to a PER of 2,9.10-1 for 1500 bytes MPDU and to 6.10-1 for 4K MPDU in uniformly distributed errors case.

· PHY impairments

· IM1, PA non linearities: The effect of the PA non linearities has been taken into account through the inclusion of a 4 dB provision for PA back off in the link budgets. The usage range of the different PHY modes hence encompasses IM1 and the chosen value is sufficient to ensure that the PHY doesn’t violate the 802.11a spectral mask.

· IM5, Noise Figure: The 10dB noise figure is taken into account in the link budget.

· IM6, antenna configuration lambda/2 spacing has been taken into account in the PHY simulations.

4.1.3 PHY simulations

[TBC]

Rationales & Objectives

Applications that are targeted in TGn's PAR include, in addition to typical data-oriented ones, high QoS demanding services like audio/video streaming, high definition video, or VoIP. Moreover, the CFP requires an aggregate throughput of 100 Mbit/s measured at top of the MAC Service Access Point, obtained in a 20 MHz radio bandwidth. These constraints clearly imply the definition of a new physical layer, but include also the MAC in the enhancement loop. We present hereafter the rational and the objectives we had in mind when designing 802.11 MAC's improvements to make it able to cope efficiently with such a mix of traffic flows with a highly variable QoS requirements.

4.2 Need for a new access scheme

While EDCA can hardly be used for STAs with QoS constraints (VoIP & multimedia terminals for example) due to the absence of guaranty on the medium access delay and to the high probability of collision in scenarios with an important number of STAs, HCCA can be foreseen as a solution for QoS Support. Its central controller allocating TxOP in a contention free manner via a polling scheme is expected to ensure bound medium access delay.

 
However HCCA scheme suffers from severe weaknesses. Its polling can be based either on timers or on instant resource needs.

A polling scheme based on timers faces several challenges since it has to deal with traffics that are generally VBR (pure CBR flows are very rare, even voice traffic is not because of the Operating System and network jitters). The non-synchronism between packet arrival and resources allocation leads to delay and resource waste. Finally the Resource Manager needs to know the traffic profile of each flow. This information is usually unknown by the application itself, and even in case it has this knowledge, there is anyway no standard mean to transmit it to the RM.

· Getting traffic profiles is difficult and can be implemented only for very specific applications. Timer based polling is not efficient 

Alternately a STA can indicate its resource needs during polling via piggybacking (QoS Control)

However such a mechanism does not work properly for VBR applications and for medium bandwidth demanding applications, i.e. up to a few Mbit/s in case of TGn. Indeed, the source queue may be emptied in one shot and  then there is no more traffic to request resource for at piggy backing time. Moreover, due to MPDU overhead and to the station-by-station polling protocol itself, this access scheme is not efficient when flow number increases and can't be used for elastic streams.

· HCCA piggybacking is not efficient for low bit rate or bursty applications

To be efficient, resource shall be allocated by  a centralised controller from indications sent by STAs via short Resource Requests signaling messages. There is then no resource wasting and the system can adapt quickly to flow variations. Resource Requests messages shall be sent either via in-band signaling or via a dedicated contention period to provide short allocation latency at low signaling cost. Such a mechanism can deal efficiently with any type of traffic, from the most stringent one like VoIP to the most elastic one like TCP.

· HCF does not provide such a mechanism

4.3 Requirements for a CE compatible WLAN   

4.3.1 Application requirements

· Throughput constraints 

There are an infinite number of possible applications in a WLAN and it is quite hard to define exactly the required throughput for each of them. Some applications such as video streaming may require very high throughput up to 25Mbit/s without strong delay constraint (the “usual” zapper can tolerate delays below few hundred ms) while some others will require low bit rates with stringent delay constraints (video conferencing, voice over IP). At last, some classes of applications are able to adapt their data rate according to the network state (TCP, some video codecs). Link and PHY layer shall be able to adapt efficiently to this applications diversity. Moreover, the data rate produced by most of the applications is far from constant and the range of required throughputs is very wide. For instance, a MPEG/2 video stream encoded at a mean data rate of 8 Mbit/s may include peaks above 15 Mbit/s, and still periods below 6 Mbit/s, depending on the scenes and on the encoder. This characteristic of WLAN applications implies a WLAN system able to cope with high throughput range, bursty traffic, while being able to guaranty low transmission delay.

· Error rate

Numerous applications do not support errors. This is the case for traffic output from most of video coders, like MPEG2, but it is true also TCP traffic. Indeed, TCP considers any packet loss as a congestion indication, and automatically reduces its window size, leading to a strong decrease of throughput. Thus, it is mandatory to have methods able to provide an error-free data stream. 

These methods can be based either on ARQ, or on Link Adaptation, or, more probably, based on both. Anyway, the consequence is a variable consumption of PHY resources among time in all cases. Thus, from the MAC perspective, which goal is to manage PHY resources, CBR flows do not exist. 

· Latency

A low latency (small delay transmission) shall be guarantied for “real-time” applications (voice, video conferencing). Even video streaming has delay constraints, around a few hundreds of ms, to allow a quick control and a smooth zapping. As the WLAN is likely to be only a part of the crossed network, the delay constraint applied to the WLAN Link Layer is stronger than the final maximum delay the application can support. 

This constraint has an impact on the resource allocation (MAC) and the EC mechanisms (ARQ). A maximum latency of a few ms is tolerable.

4.3.2 Environment requirements

· BSS load

Unlike cellular networks, the load of a BSS may stay at a very high level during long periods of time. Therefore, some efficient MAC and EC protocols are required to optimise the PHY resource usage and to maximise the throughput at application level. The overhead produced by each layer (EC, MAC, and PHY) shall be severely limited as they correspond to a waste of the available PHY data rate. PHY overhead is particularly significant for low bit rate applications and for MAC/EC signalling flows, as the amount of time taken by symbols required for time synchronisation and channel estimation processing take up a fixed time period whatever the payload is.

· Home environment 

In the home environment, both terminals associated in a cell may need to communicate (for instance, DVD/camcorder with TV). For applications with high data rate, the most efficient way to perform that operation is to open a direct communication between both terminals. Thus the access scheme shall offer efficient direct mode communications. 

· Hot spot environment

Hotspots cells are characterised by a potentially great number of low bit rate data flows (essentially generated by low bit rate applications), mixed with an also potentially great number of high bit rate data flows. As mentioned before, low bit rate flows introduce heavy PHY overhead in OFDM systems and creates a real problem when their number becomes important.. Moreover, the system shall be able to cope with this big mix traffic with different profiles and different requirements.

4.4 MAC features 

· Dynamic, fast and accurate resource allocation

A fast and dynamic allocation shall be performed in Down Link and Up Link.

Fast allocation shall ensure a low latency especially when ARQ is used (fast retransmission) or when adaptive transmission (fast PHY modes change) is applied. Applications can support a minimum latency of a few milliseconds, which allows using a MAC based on a frame of several milliseconds. Such a MAC frame will allow using a fast ARQ mechanism even for real-time services with strong delay constraint.

Dynamic and accurate allocation shall be performed according to the needs of each terminal, on a per-service basis.. Due to the variable data rate of application sources and to the EC mechanism, the amount of required PHY resource is variable. These variations may be weak (0(10%) or more important, up to 100%. Furthermore, some flows such as MAC/EC signalling need few sporadic resources. 

MAC and PHY layers shall be able to adapt dynamically (based on a few ms frame) with a fine accuracy in order to save PHY resource. 

Resources shall be shared between all the terminals of the cell: unused resource shall be re-allocated to terminals that can use it. For instance, some terminals may not use all the PHY resource that has been reserved when the service has been opened. Then, the remaining unused bandwidth can be freely re-allocated to terminals that can use it (TCP applications).

· Support of Error Control mechanisms

EC mechanisms such as ARQ require signalling resource in the reverse direction. At MAC level, terminals need also to indicate to the Resource Manager their resource needs for uplink user traffic and to report the radio downlink quality. These signalling flows are low bit-rate with quite strong delay constraint. For terminals that have user traffic in both directions, the resource for signalling may be aggregated to the traffic (piggy-backing). However, for unidirectional applications, these flows have the same profile as delay constrained low bit rate services

· Support of Link Adaptation 

A link adaptation mechanism brings a rough, medium long-term, adaptation of the PHY to the channel while the ARQ can be considered as a fast, fine tuning link adaptation used on top of the long term one. Thus both mechanisms are complementary and shall be used in conjunction.

· Support of direct transmission between 

PHY and MAC shall support this feature to avoid an expensive relay procedure, especially for high data rate flows. Similarly to DL and UL cases, the amount of resources that must be transmitted is variable along the time. The resource allocation shall be performed dynamically with a fine accuracy, which involves again a dynamic repartition between DL, UL and direct transmission.

· Power consumption

MAC mechanisms that are based on the usage of a TDM frame with resource announcements offer more possibilities to reduce the power consumption. Indeed, a station has not to stay awake all the time and to listen and decode all packets present on the medium. It knows at each time-frame when it has traffic to receive, and when it will be able to transmit. Then the station may switch off several parts of its hardware.

Since the access scheme has no collision, the probability to have to retransmit a packet is lower, due only to errors in the channel. The average power consumption is then reduced compared to access schemes with collisions.

Moreover, the centralised resource allocation mechanism and the resource announcement make low-power consumption modes available for stations communicating in direct mode without the need of specific signalling.

· PHY efficiency

With a MIMO-based PHY layer, preambles for time synchronisation and channel estimation are necessary equal or longer then the one used for SISO modes. With the increase of PHY data rate, preamble time can become a preponderant part of transmission time. So can become all fixed dead times like guard times and radio turn-around times. It is a necessity to severely minimise their impact.

A first mean to overcome these issues is to aggregate data packets at PHY level, while keeping data units handled by the MAC short. Thus, PHY burst length can be maximised, Packet Error Rate minimised, and retransmissions cost maintained low.

An additional response is given by the centralised resource control scheme with resource announcement, where the Resource Manager is able to allocate resources in a way to minimise all these dead times.

4.5 Some conclusions

The design of our new access scheme for the MAC was driven by the following goals: Offering an effective QoS to various types of applications, in different types of environments, and relaxing the pressure on the PHY layer by improving MAC efficiency, while dealing with backward compatibility issues with legacy 802.11 MAC. Another objective was to achieve these goals with a low complexity, easily implementable solution. 

4.5.1 QoS support

The most efficient way for QoS delivery and optimisation of resource usage in a wireless LAN is obtained with a fast, dynamic ((ms) and accurate resource allocation obtained by using a MAC time frame, a centralised allocation process and a resource request / grant scheme to perform allocation in uplink. Indeed, the system is able to adapt to the application needs in the time. Inside a MAC frame, the available PHY resources are shared among the different services in order to respect the QoS constraints attached to each of them. 

4.5.2 Compatibility

A full compatibility with legacy 802.11 systems is ensured by including the enhanced MAC access scheme inside the legacy superframe (use of the CFP or alternatively the CAP as defined in 802.11e). 

4.5.3 Efficient resource usage

To provide a robust support of emerging applications, 802.11n systems must have the capacity to sustain high load, this even in bad channel conditions. Aggregation at PHY level (several MPDUs in a single PPDU) coupled with short MAC-PDUs and an optimised fast selective repeat ARQ using low cost signalling allows a much better MAC efficiency while ensuring robustness.   

4.5.4 Versatility 

Thanks to a MAC access scheme based on an accurate centralised on-demand allocation scheme, the AP knows precisely the current resource needs of the STAs, which can then be fulfilled with a single scheduler without relying on any context dependent knob or tuning. It allows an easy deployment of 11n systems with a high level of QoS whatever the context is, in particular for home environment where the end user doesn’t necessarily have system administrator abilities.

4.5.5 Flexibility

Beyond CBR traffic (if any), this access scheme is able to handle all kind of bursty and elastic traffic flows. Its fast and flexible resource request and access grant mechanisms have been especially designed to support bursty and elastic traffics in a very efficient way. 

4.5.6 Easy Implementation

An accurate centralised on-demand allocation scheme strongly relaxes the pressure on the scheduler, which can then be very simple (we use round robin per priority). This, coupled with the fixed size MAC time frame lead to an easy implementation.

Furthermore, a MAC based on the usage of a fixed duration frame is profitable to implement advanced MAC power saving schemes and more efficient PHY synchronisation algorithms since each receiver knows when it shall receive data.

5. Technical overview

5.1 MAC technical overview

5.1.1 Presentation


[image: image9.wmf]802.2 LLC

ECCF MAC

PHY

LLCCS

SAR

MIS

MLS

Packet Sequence Number Assignments

Addressing Management

Segment Sequence Number Assignments

Segmentation/Re-Assembly

Error and Flow Control

Encryption

MPDU Header

Signalling

 Insertion


Figure 7‑1: Extended MAC structure

An overview of the extended MAC stack we have defined, named ECCF (Extended Centralised Coordination Function) is described in Figure 7‑1.

The MAC SAP is kept identical to the one defined by legacy 802.11 while the PHY SAP may be modified according to the capabilities of the PHY layer. The MAC layer is constituted of two convergence sub-layers, LLC Convergence Sub-Layer (LLCCS) and Segmentation and Re-assembly (SAR), and two transfer sub-layers, MAC Intermediate Sub-Layer (MIS) and MAC Lower Sub-layer (MLS).

The LLCCS sub-layer maintains the MAC SAP consistency. The MIS embeds the core transfer function of the MAC layer and is based on short fixed-size transfer units. The MIS also integrates the Error and Flow Control functions. The SAR sub-layer performs the adaptation between the variable size packet provided by the LLCCS and the transfer units managed by the MIS. The MLS sub-layer is in charge of building 802.11 compatible MPDUs from MIS transfer unit and signalling information, and delivers them to the PHY layer. In addition, it can implement the encryption support functions.

Backward compatibility is an important issue since the number of already installed devices is now tremendous. Nevertheless, this important issue shall not undermine the effort deployed to enhance the MAC; otherwise new requirements are likely to be impossible to be satisfied. Moreover, each time the legacy functions are modified, it raises a possible backward compatibility issue even if designed carefully. Thus we have preferred to keep the legacy MAC as is, assuring a full backward compatibility, and to add a dedicated function able to cope with new requirements.

This stack conveys a MAC architecture based on: 

· Fixed MAC time frame (MTF)

· Connection-less

· Centralised resource management

Short and fixed size MAC data transfer units

· Low latency Error Correction (Selective Repeat ARQ)

· Aggregation at PHY level

5.1.2 Frame structure

The ECCF mode (see Figure 7‑2) can operate concurrently with HCCA and EDCA schemes within the same cell. The legacy MAC super frame is kept. The super frame started with a beacon compatible with legacy MAC that includes additional parameters relative to the new access scheme. Contention Periods (CP) and Contention Free Periods (CFP) alternate in time and room is introduced in the latter for the new access method. A Radio Resource Manager (RRM) is responsible to determine the duration of each period according to various traffic considerations.

The ECCF implements a contention-free access method based on short TDMA/TDD of fixed duration, called MAC Time Frame (MTF).  Each CFP may include any number of them, selected by the RRM.
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Figure 7‑2: Frame structure

Alternatively (Figure 7‑3), ECCF can be inserted into a CAP generated by the HC using mechanisms defined in the 802.11e extension. The RRM reserves a CAP by contending for the medium with its high priority and then by sending a CF-Poll data frame for itself. CAP is split by the RRM into successive MTFs of fixed duration, each being described by a PGPM broadcast at the beginning of the MTF.

.
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Figure 7‑3: Alternative frame structure

5.1.3 MTF description

Resource scheduling is performed on a per MTF basis. Time Intervals (TI) of variable duration are dynamically allocated to stations. These allocations are broadcast by the RRM at the beginning of each MTF in the so-called Periodic Grouped Polling (PGPM) structure (see Figure 7‑4). For each TI, the RRM indicates the station the slot is granted to for transmission, and the list of stations that are a traffic destination.
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Figure 7‑4: MAC Time Frame structure

5.1.4 MPDU

Each Time Interval, including TI number #0, is constituted of one variable length MAC PDU. This is the data unit that is exchanged between MAC and PHY layers, as in legacy 802.11. 

A MPDU is composed of a header, a signalling part dedicated to in-band signalling and an optional data part all of them being of variable length. The header describes the MPDU's content, the signalling part is the place for resource requests, error control signalling and data block descriptors. A dedicated check sequence protects header and signalling trunks, two crucial pieces. The data part may aggregate all data blocks sent by a station.

5.1.5 MPDU overhead reduction

Still in the process of reducing overheads, a new format has been defined for MPDUs (Figure 7‑5). The header is shortened down to two octets, the first one assuring a compatibility with legacy 802.11 MAC-PDU frame. This enhancement requires a new protocol version identifier, inserted in the Protocol Version field of this first octet.
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Figure 7‑5: MPDU general structure

5.1.6 Aggregation at PHY level

In Legacy IEEE 802.11 MAC, a substantial amount of time is taken by PHY preambles for channel estimation. This amount is going to rise with the coming of more sophisticated PHY like MIMO which requests more precise channel estimation. Moreover, the cost in time of these preambles compared to the time spent in data transmission becomes overwhelming when considering very high performance PHY layers. Consequently, lengthening PHY bursts is a necessity. 

In our architecture, each MPDU is the data unit exchanged with the PHY and corresponds to one PHY burst. When present, its data part (Figure 7‑6) is composed of one or several data blocks, each of them described in the header by a Data Part Descriptor (DPD). Each data block includes aggregated data packets intended for a single destination station.

The ability to aggregate packets from one originator to one or several destination nodes allows having long PHY bursts, thus limiting PHY overhead. Nevertheless, the MPDU structure lets the possibility to use a separate PHY mode for each individual data block.
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Figure 7‑6: MPDU structure example with data blocks transmitted to 2 stations

5.1.7 Segmentation and Reassembly

A common way of lengthening PHY burst is to aggregate traffic at MAC SAP. This approach has several severe drawbacks. Packet Error Rate increases quickly with packet length, leading to poor performances in realistic conditions, while at the same time repeating long packets costs considerable bandwidth waste.  We took another approach by designing a segmentation and reassembly mechanism at MAC level. MAC handles small or medium size packets, which help keeping the PER low when radio condition worsened and allows the definition of a fast and resource-thrifty ARQ mechanism to recover from remaining errors let by the PHY layer. The system is then more robust against errors, more efficient in terms of bandwidth and delay.

Figure 7‑7 gives an overview of the Segmentation and Re-assembly (SAR) sub-layer introduced to perform adaptation between LLC and MAC. It allows adapting the variable packets coming from / to LLC interface to fixed size elements that are the data unit the error control deal with. To limit overhead inherent to padding, several different sizes, two for example, are defined. 

A short header is added to each segment to hold signalling relative to segmentation. It is composed of a sequence number, numbering SAR-SDUs and a segment sequence number. Each segment is postfixed with an individual check sequence.
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Figure 7‑7: Segmentation And Reassembly (SAR) sub-layer

5.1.8 MAC Time Frame structure example

Figure 7‑8 gives an example of a MTF with four stations. Resource manager has allocated a TI to Station #1 for data transmission to stations #2 and #3, and another to station #3 which wants to transmit to station #4. The Radio Resource Manager listens to all the traffic. CTA and CTB portions correspond to contention based access.

Station #1 transmits its data in one MPDU. Station #4 transmits signalling only, a Resource Request sent to the RRM and an ARQ feedback to station #3. For the sake of simplicity, the example below shows stations transmitting either data or signalling. Nevertheless, in band signalling is always possible.
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Figure 7‑8: MTF structure example

5.1.9 Resource management and flow differentiation

PHY resources are allocated with a contention-free, centralised scheme, under the responsibility of the Radio Resource Manager. Each station shall request resource to the RRM before any transmission via a Resource Request message sent in the signalling part of MPDUs (in-band signalling).

A contention access procedure is used for initial requests. It is based on a slotted aloha procedure. The RRM acknowledges the contention accesses in the next emitted PGPM.

The RRM doesn't need to manage connections: PHY resources are allocated per station, per priority. Each station schedules its own flows within each Time Interval that was granted to it.

5.2 PHY technical overview

5.2.1 Introduction 

This document presents modifications to the physical layer specification IEEE 802.11a-1999. The main modifications are i) a multiple antenna extension and ii) a second OFDM modulation. The channel bandwidth considered at this stage is limited to the current 20MHz bandwidth in order to allow easier backward compatibility and maximize the number of channels available for a more efficient deployment (e.g. limiting inter-system interference).

In order to achieve higher data rates than IEEE802.11a, this proposal uses multiple antennas, enabling the transmission of 1, 2 or 3 parallel spatial streams, depending on the transceiver configuration and capabilities (number of transmit and receive antennas at the AP and STA). 

In this proposal, it is mandatory that the transmitter has a minimum of 2 antennas scaling up for the optional modes to 4 antennas, and the receiver has a minimum of two antennas (possibly more). An important feature of this proposal is that the multiple antenna transmit schemes recommended are designed for supporting asymmetric antenna configurations between the transmitter and receiver in order to accommodate various class of devices (possibly discriminated by complexity/size/power consumption criteria) such as access point, laptop, PDA, phone in order to cope with various constraints possibly limiting the number of antenna supported. For that purpose, several schemes are detailed combining Spatial Division Multiplexing (SDM) and Space Time Block Coding (STBC).  The emphasis is given on simple (e.g. limited arithmetical complexity) open loop modulation techniques that target either an increase of peak data rate (SDM) or enhancement of the robustness of the link (STBC) or a mix of the two using a hybrid approach. In that way, this proposal achieves four major goals: 

provide new OFDM PHY modes for delivering higher data rates

improve also support of lower data rate modes for enhancing range or link quality of IEEE802.11a modes but also supporting services requiring small packet size such as VoIP

allow short term implementation and deployment for mandatory modes

focus on open loop solution to avoid protocol overhead consumed in feedback signalization

A second OFDM modulation is introduced as an option in order to further increase the achievable data rates; the main characteristics of this second OFDM modulation are 128 subcarriers in 20MHz (subcarrier frequency spacing 156,25kHz) with 104 data subcarriers (and 8 pilot subcarriers for a total number of used subcarriers of 112). The length of the guard time is also doubled (1.6(s) enabling to absorb larger multipath delays to cope both with long channels common in large environments (open space, limited outdoor) and also to better account for the transmit and receive filters inherently present in the WLAN devices. Note that since the number of useful carriers is more than doubled and the guard time duration doubled, this enables an enhancement of the total PHY rate of 8% compared to 64 carrier modes. With 48 data subcarriers, the minimum and maximum data rates achievable are 6Mbps and 216Mbps respectively. With 104 data subcarriers, the minimum and maximum data rates achievable are 7Mbps and 234Mbps respectively. The same nPLCP preamble is used for both OFDM modulations: 64 and 128 subcarriers in 20MHz. This nPLCP preamble is defined on 56 out of 64 subcarriers in 20MHz (the additional used subcarriers are introduced to handle the slight bandwidth increase obtained when considering 112 subcarriers among 124 in a 20MHz). Note that the highest achievable data rate modes are obtained by exploiting the optional 256-QAM symbol constellation. With such configuration, the maximum data rate supported by mandatory modes is 120Mbps, and it is shown in the proposal that thanks to the high efficiency MAC layer, this enables to reach the 100Mbps at MAC SAP PAR.

Note that functional blocks such as scrambler, convolutional encoder and mapping are unchanged with respect to IEEE 802.11a-1999. Although not presented in this proposal, the modifications introduced can be combined with larger channel bandwidths such as 40MHz, and also with advanced coding schemes such as Turbo and LDPC codes.

5.2.2 MIMO-OFDM nPLCP sublayer

5.2.2.1 RATE-dependent parameters

The RATE-dependent parameters for 2 transmit antennas shall be set according to Table 7‑1 if 48 data subcarriers and according to Table 7‑2 if 104 data subcarriers. Constellations BPSK, QPSK, 16QAM and 64QAM are mandatory, 256QAM is optional. 104 data subcarrier modes are optional as well.

Table 7‑1 - Rate-dependent parameters for 2 transmit antennas and 48 data subcarriers

Data rate (Mbits/s)
Number of spatial streams (NS)
Modulation
Coding rate (R)
Coded bits per subcarrier per stream (NBPSC)
Coded bits per OFDM symbol (NCBPS)
Data bits per OFDM symbol (NDBPS)
Number of data subcarriers (NSD)

6Mbps
1
BPSK
1/2
1
48
24
48

12Mbps
1
QPSK
1/2
2
96
48
48

18Mbps
1
QPSK
3/4
2
96
72
48

24Mbps
1
16QAM
1/2
4
192
96
48

36Mbps
1
16QAM
3/4
4
192
144
48

48Mbps
1
64QAM
2/3
6
288
192
48

60Mbps
1
64QAM
5/6
6
288
240
48

72Mbps
2
16QAM
3/4
4
192
144
48

96Mbps
2
64QAM
2/3
6
288
192
48

108Mbps
2
64QAM
3/4
6
288
216
48

120Mbps
2
64QAM
5/6
6
288
240
48

144Mbps
2
256QAM
3/4
8
384
288
48

Table 7‑2 - Rate-dependent parameters for 2 transmit antennas and 104 data subcarriers (optional)

Data rate (Mbits/s)
Number of spatial streams (NS)
Modulation
Coding rate (R)
Coded bits per subcarrier per stream (NBPSC)
Coded bits per OFDM symbol (NCBPS)
Data bits per OFDM symbol (NDBPS)
Number of data subcarriers (NSD)

6.5Mbps
1
BPSK
1/2
1
104
52
104

13Mbps
1
QPSK
1/2
2
208
104
104

19.5Mbps
1
QPSK
3/4
2
208
156
104

26Mbps
1
16QAM
1/2
4
416
208
104

39Mbps
1
16QAM
3/4
4
416
312
104

52Mbps
1
64QAM
2/3
6
624
416
104

65Mbps
1
64QAM
5/6
6
624
520
104

78Mbps
2
16QAM
3/4
4
416
312
104

104Mbps
2
64QAM
2/3
6
624
416
104

117Mbps
2
64QAM
3/4
6
624
468
104

130Mbps
2
64QAM
5/6
6
624
520
104

156Mbps
2
256QAM
3/4
8
832
624
104

The RATE-dependent parameters for 3 or 4 transmit antennas shall be set according to Table 7‑3 if 48 data subcarriers and according to Table 7‑4 if 104 data subcarriers. 104 data subcarrier modes are optional as well.

Table 7‑3 - Rate-dependent parameters for 3 or 4 transmit antennas and 48 data subcarriers

Data rate (Mbits/s)
Number of spatial streams (NS)
Modulation
Coding rate (R)
Coded bits per subcarrier per stream (NBPSC)
Coded bits per OFDM symbol (NCBPS)
Data bits per OFDM symbol (NDBPS)
Number of data subcarriers (NSD)

12Mbps
2
BPSK
1/2
1
48
24
48

24Mbps
2
QPSK
1/2
2
96
48
48

36Mbps
2
QPSK
3/4
2
96
72
48

48Mbps
2
16QAM
1/2
4
192
96
48

72Mbps
2
16QAM
3/4
4
192
144
48

96Mbps
2
64QAM
2/3
6
288
192
48

120Mbps
2
64QAM
5/6
6
288
240
48

144Mbps
3
64QAM
2/3
6
288
192
48

162Mbps
3
64QAM
3/4
6
288
216
48

180Mbps
3
64QAM
5/6
6
288
240
48

216Mbps
3
256QAM
3/4
8
384
288
48

Table 7‑4 - Rate-dependent parameters for 3 or 4 transmit antennas and 104 data subcarriers (optional)

Data rate (Mbits/s)
Number of spatial streams (NS)
Modulation
Coding rate (R)
Coded bits per subcarrier per stream (NBPSC)
Coded bits per OFDM symbol (NCBPS)
Data bits per OFDM symbol (NDBPS)
Number of data subcarriers (NSD)

13Mbps
2
BPSK
1/2
1
104
52
104

26Mbps
2
QPSK
1/2
2
208
104
104

39Mbps
2
QPSK
3/4
2
208
156
104

52Mbps
2
16QAM
1/2
4
416
208
104

78Mbps
2
16QAM
3/4
4
416
312
104

104Mbps
2
64QAM
2/3
6
624
416
104

130Mbps
2
64QAM
5/6
6
624
520
104

156Mbps
3
64QAM
2/3
6
624
416
104

175.5Mbps
3
64QAM
3/4
6
624
468
104

195Mbps
3
64QAM
5/6
6
624
520
104

234Mbps
3
256QAM
3/4
8
832
624
104

Note that the data rates given in Table 7‑2 and Table 7‑4  are the largest integer values not exceeding the exact data rates.

Timing related parameters

Table 7‑5 and Table 7‑6 are the lists of timing parameters associated with the 2 OFDM modulations. 

Table 7‑5 - Timing-related parameters if 48 data subcarriers

Parameter
Value

NSD: Number of data subcarriers
48

NSP: Number of pilot subcarriers
4

NST: Number of subcarriers, total
52 (NSD+NSP)

(F: Subcarrier frequency spacing
0.3125MHz (=20MHz/64)

TFFT: IFFT/FFT period
3.2(s (1/(F)

TGI: GI duration
0.8(s

TSYM: Symbol interval
4(s (TGI +TFFT)

Table 7‑6 - Timing-related parameters if 104 data subcarriers

Parameter
Value

NSD: Number of data subcarriers
104

NSP: Number of pilot subcarriers
8

NST: Number of subcarriers, total
112 (NSD+NSP)

(F: Subcarrier frequency spacing
0.15625MHz (=20MHz/128)

TFFT: IFFT/FFT period
6.4(s (1/(F)

TGI: GI duration
1.6(s

TSYM: Symbol interval
8.0(s (TGI +TFFT)

Table 7‑7 is the list of timing parameters associated with the preamble, for 2, 3 and 4 transmit antennas.

Table 7‑7 - Timing-related parameters for the preamble

Parameter
Value

NST: Number of subcarriers, total
56

(F: Subcarrier frequency spacing
0.3125MHz (=20MHz/64)

TFFT: IFFT/FFT period
3.2(s (1/(F)

TPREAMBLE: nPLCP preamble duration
24(s (TSHORT+2×TLONG)

TGI2: Training symbol GI duration
1.6(s (TFFT/2)

TSYM: Symbol interval
4(s (TGI +TFFT)

TSHORT: nSTS short training sequence duration
8(s (10×TFFT/4)

TLONG: nLTS long training sequence duration
8(s (TGI2+2×TFFT)

Note that the same preamble is used for both OFDM modulations considered, i.e. with 64 and 128 subcarriers in 20MHz bandwidth. Note also that the preamble is defined with the TFFT corresponding to 64 subcarriers in 20MHz, and uses 56 subcarriers in order to have the same signal bandwidth as with 112 subcarriers among 128 in 20MHz.

5.2.2.2 Space-Time Coding (STC) 

The multiple antenna schemes that will be used to transmit the symbols from 2, 3 or 4 antennas rely on Spatial Division Multiplexing (SDM) or on Space-Time Block Coding (STBC). Each multiple antenna scheme is characterized by NS, the number of spatial streams transmitted in parallel, and by NSPTB, the number of symbols per multiple antenna transmit block. The number of receive antennas determines the maximum number of spatial streams that can be transmitted.

Table 7‑8 - Parameters of the multiple antenna transmit schemes

Number of transmit antennas (NTX)
Multiple antenna scheme
Number of spatial streams (NS)
Number of symbols per transmit block (NSPTB)

2
STBC
1
2

2
SDM
2
2

3
STBC
2
4

3
SDM
3
3

4
STBC
2
4

4
STBC
3
6

The space-time block codes are illustrated in  Figure 7‑9, Figure 7‑10, Figure 7‑11 and Figure 7‑12. These space-time block codes are applied on each data subcarrier. On these figures, the right column is first transmitted on the channel, and then the left column is transmitted.
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Figure 7‑9 - Transmission of 1 spatial stream on 2 antennas
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Figure 7‑10 - Transmission of 2 spatial streams on 3 antennas
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Figure 7‑11 - Transmission of 2 spatial streams on 4 antennas
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Figure 7‑12 - Transmission of 3 spatial streams on 4 antennas

Annex A: Abbreviations and acronyms and definitions

AKV
 Acknowledgement Vector

AP
Access Point

ARQ
 Automatic Repeat reQuest

BM
 Bit Map

BPSK
Binary Phase-Shift Keying

CBC
 Cipher-Block Chaining

CBC-MAC
 CBC Message Authentication Code. 

CC
Convolutional Encoder

CCM
 Counter mode with CBC-MAC

CFP
 Contention Free Period

CP
 Contention Period

CS
Cyclic Shift

CTI
 Contention Time Interval

DC
Direct Current

DCF
 Distributed Coordination Function

Dx
Data Field x

EC
 Error Control

ECCF
 Extended Centralised Coordination Function

EFC
 Error and Flow Control

ETF
 ECCF Time Frame

FFT
Fast Fourier Transform

GI
Guard Interval

IFFT
Inverse Fast Fourier Transform

LDPC
Low-Density-Parity Check Code

LLCCS
 Logical Layer Control Convergence Sub-layer

LSN
 LLCCS Sequence Number

LTS
Long Training Sequence

LTT
 LLCCS Translation Table

MAC
Medium Access Control Layer

Mbps
Millions of bits per second

MDB
 MLS Data Block

MIMO
Multiple Input Multiple Output

MIS
 MAC Intermediate Sub-layer

MLS
 MAC Lower Sub-layer

MPDU
 MAC Packet Data Unit

MSF
 MAC Super Frame

MT
Mobile Terminal

NAV
 Network Allocation Vector

nDx
Data Field x, IEEE802.11n specific

nLTS
Long Training Sequence, IEEE802.11n specific

nPLCP
Physical Layer Convergence Procedure, IEEE802.11n specific

nPPDU
PLCP Protocol Data Unit, IEEE802.11n specific

nSIG
Signal Field, IEEE802.11n specific

nSTS
Short Training Sequence, IEEE802.11n specific

OFDM
Orthogonal Frequency Division Multiplexing

PDU
 Protocol Data Unit

PGPM
 Periodic Grouped Polling MPDU

PHY
 PHYsical Layer

PLCP
Physical Layer Convergence Procedure

PPDU
PLCP Protocol Data Unit

PS-STA
 Power Saving Station

QAM
Quadrature Amplitude Modulation

QoS
 Quality of Service

QPSK
Quadrature Phase-Shift Keying

RLC
 Radio Link Control

RRC
 Radio Resource Control

RRM
 Radio Resource Manager

SAR
 Segmentation and Re-Assembly

SDM
Spatial Division Multiplexing

SDU
 Service Data Unit

SID
 Short STA Identifier

SIG
Signal Field

SSN
 Segment Sequence Number

STA
 Station

STBC
Space Time Block Code

STS
Short Training Sequence

TI
 Time Interval

TLV
 Type-Length Value

WLAN
Wireless Local Area Network

Definitions

Adaptation of IEEE802.11 abbreviations to IEEE802.11n contex: Common IEEE802.11 abbreviations are preceded by a ‘n’, e.g. nPLCP is the Physical Layer Convergence Procedure, IEEE802.11n specific.
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		AP		STA3		HDTV#1		CBR		23997.6		6		8		0.00E+00		23999.6		7		18		0.00E+00		23999.5		8		24		0.00E+00		23999.47		8		26		0.00E+00		23999.5		9		22		0.00E+00		23999.17		10		28		0.00E+00

		AP		STA4		SDTV#0		CBR		4000		2		6		0.00E+00		4000		2		6		0.00E+00		4000		2		10		0.00E+00		4000		2		10		0.00E+00		3999.97		3		16		0.00E+00		3999.97		4		16		0.00E+00

		AP		STA4		Internet File		TCP		1066.66		2		6		0.00E+00		1066.67		2		8		0.00E+00		1066.67		2		8		0.00E+00		1066.67		2		10		0.00E+00		1066.66		2		12		0.00E+00		1066.66		2		16		0.00E+00

		AP		STA7		VoIP_DL7		CBR		95.98		2		2		0.00E+00		96		2		10		0.00E+00		96		2		10		0.00E+00		96		2		14		0.00E+00		96		2		20		0.00E+00		96		2		20		0.00E+00

		AP		STA8		VoIP_DL8		CBR		95.98		2		2		0.00E+00		96		2		10		0.00E+00		96		2		14		0.00E+00		96		2		14		0.00E+00		96		2		18		0.00E+00		96		2		20		0.00E+00

		AP		STA9		VoIP_DL9		CBR		95.98		2		2		0.00E+00		96		2		10		0.00E+00		96		2		14		0.00E+00		96		2		16		0.00E+00		96		2		18		0.00E+00		96		2		20		0.00E+00

		AP		STA10		Internet Streaming		CBR		1999.94		2		6		0.00E+00		2000		2		8		0.00E+00		2000		2		10		0.00E+00		2000		2		10		0.00E+00		1999.99		3		14		0.00E+00		2000		3		16		0.00E+00

		AP		STA11		MP3 Audio		CBR		128		2		4		0.00E+00		128		2		6		0.00E+00		128		2		10		0.00E+00		128		2		8		0.00E+00		128		2		14		0.00E+00		128		2		12		0.00E+00

		STA1		AP		VoD Control#0		CBR		60.01		4		4		0.00E+00		60		4		20		0.00E+00		60		6		24		0.00E+00		60		9		24		0.00E+00		60		12		30		0.00E+00		60		13		30		0.00E+00

		STA3		AP		VoD Control#1		CBR		60.01		4		4		0.00E+00		60		4		16		0.00E+00		60		7		24		0.00E+00		60		10		26		0.00E+00		60		12		30		0.00E+00		60		13		36		0.00E+00

		STA4		STA10		Local file transfer		TCP		30397.13		6		12		0.00E+00		28710.43		9		24		0.00E+00		25510.39		11		28		0.00E+00		22944.25		12		30		0.00E+00		17915.32		15		42		0.00E+00		13596.63		20		58		0.00E+00

		STA5		STA6		Video Phone#0		CBR		499.99		4		4		0.00E+00		500		4		8		0.00E+00		500		4		10		0.00E+00		500		4		12		0.00E+00		500		4		14		0.00E+00		500		5		18		0.00E+00

		STA6		STA5		Video Phone#1		CBR		499.99		4		4		0.00E+00		500		4		12		0.00E+00		500		4		16		0.00E+00		500		5		20		0.00E+00		500		6		28		0.00E+00		500		7		28		0.00E+00

		STA10		AP		Console to Internet		CBR		999.97		3		6		0.00E+00		999.99		4		12		0.00E+00		999.99		4		14		0.00E+00		999.99		4		18		0.00E+00		999.99		5		18		0.00E+00		999.99		6		30		0.00E+00

		STA11		STA10		Video Gaming Controller		CBR		499.97		4		6		0.00E+00		500		4		8		0.00E+00		500		4		12		0.00E+00		499.99		4		12		0.00E+00		500		4		18		2.22E-06		500		5		18		2.22E-06

		STA7		AP		VoIP_UL7		CBR		95.98		4		4		0.00E+00		96		4		12		0.00E+00		96		4		14		0.00E+00		96		4		14		0.00E+00		96		4		18		0.00E+00		96		4		22		0.00E+00

		STA8		AP		VoIP_UL8		CBR		95.98		4		4		0.00E+00		96		4		12		0.00E+00		96		4		14		0.00E+00		96		4		14		0.00E+00		96		4		18		0.00E+00		96		4		22		0.00E+00

		STA9		AP		VoIP_UL9		CBR		95.97		4		4		0.00E+00		95.99		4		14		0.00E+00		95.99		4		14		0.00E+00		95.99		4		16		0.00E+00		95.99		4		18		0.00E+00		95.99		4		24		0.00E+00

		Total		CBR						52520.75								52523.26								52523.29								52523.33								52523.25								52522.89

		Total		TCP						31463.79								29777.09								26577.05								24010.92								18981.98								14663.29

		Total								83984.55								82300.36								79100.35								76534.24								71505.23								67186.18

		Scenario I (MIMO)

														No Error										Error=10-2										Error=3.10-2										Error=5.10-2										Error=10-1										Error=0.15

		Source STA		Destination STA		Traffic Name		Traffic Type		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PHY Mode		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PHY Mode		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PHY Mode		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PHY Mode		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PHY Mode		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PHY Mode		PLR

		AP		STA1		HDTV#0		CBR		19199.9		2		6		40_3x3_64QAM3/4		0.00E+00		19199.7		3		14		40_3x3_64QAM3/4		0.00E+00		19199.7		4		18		40_3x3_64QAM3/4		0.00E+00		19199.7		4		22		40_3x3_64QAM3/4		0.00E+00		19199.67		6		24		40_3x3_64QAM3/4		0.00E+00		19199.67		7		32		40_3x3_64QAM3/4		0.00E+00

		AP		STA3		HDTV#1		CBR		23999.57		6		8		40_3x3_64QAM3/4		0.00E+00		23999.47		7		20		40_3x3_64QAM3/4		0.00E+00		23999.47		9		22		40_3x3_64QAM3/4		0.00E+00		23999.33		9		26		40_3x3_64QAM3/4		0.00E+00		23999.23		11		30		40_3x3_64QAM3/4		0.00E+00		23999.23		12		30		40_3x3_64QAM3/4		0.00E+00

		AP		STA4		SDTV#0		CBR		4000		2		6		40_3x3_64QAM2/3		0.00E+00		4000		2		8		40_3x3_64QAM2/3		0.00E+00		4000		2		8		40_3x3_64QAM2/3		0.00E+00		3999.97		3		10		40_3x3_64QAM2/3		0.00E+00		3999.97		3		14		40_3x3_64QAM2/3		0.00E+00		3999.97		4		14		40_3x3_64QAM2/3		0.00E+00

		AP		STA4		Internet File		TCP		1066.67		2		6		40_3x3_64QAM2/3		0.00E+00		1066.67		2		8		40_3x3_64QAM2/3		0.00E+00		1066.67		2		8		40_3x3_64QAM2/3		0.00E+00		1066.67		2		8		40_3x3_64QAM2/3		0.00E+00		1066.67		2		12		40_3x3_64QAM2/3		0.00E+00		1066.67		2		14		40_3x3_64QAM2/3		0.00E+00

		AP		STA7		VoIP_DL7		CBR		96		2		2		20_2x2_16QAM1/2		0.00E+00		96		2		10		20_2x2_16QAM1/2		0.00E+00		96		2		14		20_2x2_16QAM1/2		0.00E+00		96		2		14		20_2x2_16QAM1/2		0.00E+00		96		2		16		20_2x2_16QAM1/2		0.00E+00		96		2		20		20_2x2_16QAM1/2		0.00E+00

		AP		STA8		VoIP_DL8		CBR		96		2		2		20_2x2_16QAM1/2		0.00E+00		96		2		10		20_2x2_16QAM1/2		0.00E+00		96		2		10		20_2x2_16QAM1/2		0.00E+00		95.99		2		14		20_2x2_16QAM1/2		0.00E+00		96		2		16		20_2x2_16QAM1/2		0.00E+00		96		2		20		20_2x2_16QAM1/2		0.00E+00

		AP		STA9		VoIP_DL9		CBR		96		2		2		20_2x2_16QAM1/2		0.00E+00		96		2		10		20_2x2_16QAM1/2		0.00E+00		96		2		10		20_2x2_16QAM1/2		0.00E+00		96		2		14		20_2x2_16QAM1/2		0.00E+00		96		2		16		20_2x2_16QAM1/2		0.00E+00		96		2		20		20_2x2_16QAM1/2		0.00E+00

		AP		STA10		Internet Streaming		CBR		2000		2		6		40_3x3_16QAM3/4		0.00E+00		2000		2		8		40_3x3_16QAM3/4		0.00E+00		2000		2		12		40_3x3_16QAM3/4		0.00E+00		2000		2		12		40_3x3_16QAM3/4		0.00E+00		2000		3		14		40_3x3_16QAM3/4		0.00E+00		1999.99		3		18		40_3x3_16QAM3/4		0.00E+00

		AP		STA11		MP3 Audio		CBR		128		2		6		20_2x2_64QAM2/3		0.00E+00		128		2		6		20_2x2_64QAM2/3		0.00E+00		128		2		8		20_2x2_64QAM2/3		0.00E+00		128		2		8		20_2x2_64QAM2/3		0.00E+00		128		2		10		20_2x2_64QAM2/3		0.00E+00		128		2		12		20_2x2_64QAM2/3		0.00E+00

		STA1		AP		VoD Control#0		CBR		60		4		4		40_3x3_64QAM3/4		0.00E+00		60		4		12		40_3x3_64QAM3/4		0.00E+00		60		4		16		40_3x3_64QAM3/4		0.00E+00		60		4		16		40_3x3_64QAM3/4		0.00E+00		60		4		22		40_3x3_64QAM3/4		0.00E+00		60		5		26		40_3x3_64QAM3/4		0.00E+00

		STA3		AP		VoD Control#1		CBR		60		4		4		40_3x3_64QAM3/4		0.00E+00		60		4		12		40_3x3_64QAM3/4		0.00E+00		60		4		12		40_3x3_64QAM3/4		0.00E+00		60		4		16		40_3x3_64QAM3/4		0.00E+00		60		4		22		40_3x3_64QAM3/4		0.00E+00		60		5		28		40_3x3_64QAM3/4		0.00E+00

		STA4		STA10		Local file transfer		TCP		100081.78		12		20		40_3x3_16QAM1/2		0.00E+00		98107		12		26		40_3x3_16QAM1/2		0.00E+00		94804.58		13		26		40_3x3_16QAM1/2		0.00E+00		91783.09		13		30		40_3x3_16QAM1/2		0.00E+00		84666.87		14		32		40_3x3_16QAM1/2		0.00E+00		77540.72		15		34		40_3x3_16QAM1/2		0.00E+00

		STA5		STA6		Video Phone#0		CBR		500		4		4		40_2x2_16QAM1/2		0.00E+00		500		4		10		40_2x2_16QAM1/2		0.00E+00		500		4		14		40_2x2_16QAM1/2		0.00E+00		500		4		18		40_2x2_16QAM1/2		0.00E+00		500		5		22		40_2x2_16QAM1/2		0.00E+00		500		5		26		40_2x2_16QAM1/2		0.00E+00

		STA6		STA5		Video Phone#1		CBR		500		4		4		40_2x2_16QAM1/2		0.00E+00		500		4		16		40_2x2_16QAM1/2		0.00E+00		500		4		20		40_2x2_16QAM1/2		0.00E+00		500		4		20		40_2x2_16QAM1/2		0.00E+00		500		5		24		40_2x2_16QAM1/2		0.00E+00		500		6		28		40_2x2_16QAM1/2		0.00E+00

		STA10		AP		Console to Internet		CBR		1000		2		4		40_3x3_64QAM3/4		0.00E+00		1000		2		10		40_3x3_64QAM3/4		0.00E+00		1000		2		12		40_3x3_64QAM3/4		0.00E+00		1000		2		12		40_3x3_64QAM3/4		0.00E+00		999.99		3		14		40_3x3_64QAM3/4		0.00E+00		999.99		4		18		40_3x3_64QAM3/4		0.00E+00

		STA11		STA10		Video Gaming Controller		CBR		500		4		4		20_2x2_64QAM3/4		0.00E+00		500		4		10		20_2x2_64QAM3/4		0.00E+00		500		4		12		20_2x2_64QAM3/4		0.00E+00		500		4		14		20_2x2_64QAM3/4		0.00E+00		499.99		4		16		20_2x2_64QAM3/4		0.00E+00		499.99		5		18		20_2x2_64QAM3/4		2.00E-05

		STA7		AP		VoIP_UL7		CBR		96		4		4		20_2x2_16QAM1/2		0.00E+00		96		4		14		20_2x2_16QAM1/2		0.00E+00		96		4		14		20_2x2_16QAM1/2		0.00E+00		96		4		12		20_2x2_16QAM1/2		0.00E+00		96		4		18		20_2x2_16QAM1/2		0.00E+00		96		4		22		20_2x2_16QAM1/2		0.00E+00

		STA8		AP		VoIP_UL8		CBR		96		4		4		20_2x2_16QAM1/2		0.00E+00		96		4		8		20_2x2_16QAM1/2		0.00E+00		96		4		14		20_2x2_16QAM1/2		0.00E+00		96		4		14		20_2x2_16QAM1/2		0.00E+00		96		4		18		20_2x2_16QAM1/2		0.00E+00		96		4		20		20_2x2_16QAM1/2		0.00E+00

		STA9		AP		VoIP_UL9		CBR		95.99		4		4		20_2x2_16QAM1/2		0.00E+00		95.99		4		12		20_2x2_16QAM1/2		0.00E+00		95.99		4		12		20_2x2_16QAM1/2		0.00E+00		95.99		4		16		20_2x2_16QAM1/2		0.00E+00		95.99		4		16		20_2x2_16QAM1/2		0.00E+00		95.99		4		20		20_2x2_16QAM1/2		0.00E+00

		Total		CBR						52523.44										52523.14										52523.14										52522.97										52522.83										52522.81

		Total		TCP						101148.45										99173.66										95871.24										92849.75										85733.54										78607.39

		Total								153671.89										151696.8										148394.38										145372.73										138256.37										131130.2





Scenario I - Efficiency

		

		Scenario I (SISO 2x54Mb/s)

		QoS Goodput=52.522Mb/s

		CTI/Frame=4 (2 per channel)

		64QAM3/4

						SISO								MIMO

		ErrorRate		PHY Throughput		MAC Goodput		TCP Data BitRate		Efficiency		PHY Throughput		MAC Goodput		TCP BitRate		Efficiency

		0.00		105.4		83.984		30.397		0.80		196.34		153.671		100.081		0.78

		0.01		105.4		82.3		28.71		0.78		195.27		151.6		98.107		0.78

		0.03		105.4		79.10035		25.5		0.75		197.8		148.394		94.804		0.75

		0.05		105.4		76.534		22.944		0.73		198.62		145.372		92.85		0.73

		0.10		105.4		71.505		17.915		0.68		200.64		138.256		85.734		0.69

		0.15		105.4		67.186		13.596		0.64		202.92		131.13		78.608		0.65





Scenario I - Efficiency
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Scenario I - Delay
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Scenario IV - Detail

		VoIP				Scenario I (SISO 2x54Mb/s)

						VoIP

		Delay						cdf				cdf				cdf				cdf				cdf

				PER		0				0.01		1.00E+00		0.05				0.1				0.15

		2				0		1.00E+00		0		1.00E+00		0		1.00E+00		0		1.00E+00		0		1.00E+00

		4				35999		1.00E-07		35659		9.44E-03		34132		5.19E-02		32413		9.96E-02		30334		1.57E-01

		6								0		9.44E-03		3		5.18E-02		23		9.90E-02		94		1.55E-01

		8								336		1.11E-04		1758		2.94E-03		3201		1.01E-02		4692		2.44E-02

		10								0		1.11E-04		0		2.94E-03		2		1.00E-02		21		2.38E-02

		12								4		1.00E-07		100		1.67E-04		296		1.78E-03		615		6.75E-03

		14								0				6		1.00E-07		61		8.33E-05		198		1.25E-03

		16												0				0		8.33E-05		17		7.78E-04

		18																3		1.00E-07		24		1.11E-04

		20																0				2		5.56E-05

		22																0				2		1.00E-07

																		0

		Delay				TCP

						0				0.01				0.05				0.1				0.15

		2				0		1.00E+00		0		1.00E+00		0		1.00E+00		0		1.00E+00		0		1.00E+00

		4				7506		9.92E-01		3451		9.96E-01		2296		9.97E-01		479		9.99E-01		58		1.00E+00

		6				678660		2.38E-01		29381		9.61E-01		14109		9.76E-01		5513		9.89E-01		1217		9.97E-01

		8				211741		2.31E-03		72879		8.76E-01		36106		9.23E-01		13936		9.62E-01		3257		9.89E-01

		10				2078		1.00E-07		215441		6.22E-01		67641		8.23E-01		23853		9.17E-01		5916		9.74E-01

		12				0				314608		2.52E-01		119150		6.48E-01		40646		8.41E-01		9923		9.49E-01

		14								184247		3.53E-02		149497		4.28E-01		52767		7.41E-01		14041		9.15E-01

		16								28672		1.53E-03		170660		1.76E-01		74445		6.01E-01		20710		8.63E-01

		18								1169		1.55E-04		93735		3.84E-02		91794		4.28E-01		28485		7.92E-01

		20								126		7.06E-06		22480		5.30E-03		100103		2.39E-01		37314		7.00E-01

		22								5		1.18E-06		3033		8.30E-04		73475		1.01E-01		44904		5.88E-01

		24								1		1.00E-07		472		1.35E-04		38253		2.85E-02		52118		4.59E-01

		26								0				86		8.83E-06		11738		6.38E-03		55504		3.21E-01

		28												5		1.47E-06		2645		1.40E-03		51878		1.92E-01

		30												1		1.00E-07		608		2.51E-04		38884		9.52E-02

		32												0				121		2.26E-05		22992		3.81E-02

		34																10		3.77E-06		10220		1.27E-02

		36																2		1.00E-07		3632		3.67E-03

		38																0				1120		8.92E-04

		40																				269		2.24E-04

		42																				67		5.71E-05

		44																				10		3.23E-05

		46																				13		1.00E-07

																						0





Scenario IV - Detail
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Scenario IV - Efficiency 

						Scenario IV				CTI/Frame=4

						40MHz		64QAM3/4

												No Error						Error=10-2						Error=3.10-2						Error=5.10-2						Error=10-1						Error=0.15

		Source STA		Destination STA		Traffic Name		Traffic Type		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)

		AP		STA1		WebDL1		TCP		1066.62		18		84		1066.65		22		102		1066.6		27		120		1066.6		31		140		1066.53		41		176		1066.54		49		186

		AP		STA2		WebDL2		TCP		1066.63		18		92		1066.59		22		100		1066.54		27		116		1066.59		31		132		1066.58		40		162		1066.6		49		222

		AP		STA3		WebDL3		TCP		1066.63		18		76		1066.6		22		110		1066.6		27		140		1066.59		31		134		1066.57		40		156		1066.53		49		174

		AP		STA4		WebDL#4		TCP		1066.63		38		270		1066.62		39		284		1066.6		41		266		1066.6		44		256		1066.56		51		304		1066.55		58		312

		AP		STA5		WebDL#5		TCP		1066.6		38		288		1066.6		39		284		1066.52		41		270		1066.6		43		254		1066.58		50		274		1066.48		58		270

		AP		STA6		Email_Download		TCP		3243.39		94		256		3186.17		88		264		3072.45		88		290		2959.91		92		298		2693.83		99		304		2424.32		103		334

		AP		STA7		VideoConf_DL#1		CBR		1000		2		12		1000		2		14		999.99		3		18		999.99		3		24		999.99		4		22		999.99		5		30

		AP		STA8		VideoConf_DL#2		CBR		1000		2		12		1000		2		14		999.99		3		16		999.97		3		22		999.99		4		24		1000		5		32

		AP		STA9		Streaming#1		CBR		2000		2		12		2000		3		16		1999.97		3		20		1999.96		4		22		1999.97		5		28		1999.96		6		34

		AP		STA10		Streaming#2		CBR		2000		2		12		2000		3		16		1999.99		3		22		1999.99		4		24		1999.96		5		26		1999.99		6		32

		AP		STA11		LocalFileTransfer11		TCP		3336.5		90		254		3274.65		90		264		3174.33		92		298		3080.94		94		298		2795		102		332		2550.48		112		348

		AP		STA12		LocalFileTransfer12		TCP		3327.38		91		276		3281.06		90		290		3173.82		92		296		3071.85		94		296		2817.43		101		306		2548.93		112		336

		AP		STA13		LocalFileTransfer13		TCP		3361.73		90		262		3271.41		90		264		3172.24		92		300		3058.71		95		280		2787.1		103		318		2543.29		112		392

		AP		STA14		LocalFileTransfer14		TCP		3338.05		90		266		3300.25		90		264		3151.86		93		282		3079		94		306		2807.54		102		322		2544.91		112		334

		AP		STA15		LocalFileTransfer15		TCP		3369.33		89		272		3306.57		89		278		3188.82		91		278		3043.88		95		292		2796.22		102		334		2535.89		112		350

		AP		STA16		LocalFileTransfer16		TCP		3363.69		90		278		3289.98		90		282		3169.02		92		298		3050.6		95		314		2806.25		102		326		2546.05		112		336

		AP		STA17		LocalFileTransfer17		TCP		3363.99		89		262		3269.86		91		280		3137.24		93		288		3069.24		94		312		2794.2		102		330		2543.33		112		322

		AP		STA18		LocalFileTransfer18		TCP		3355.01		90		270		3278.47		90		262		3188.18		91		294		3067.49		94		302		2804.46		102		310		2552.38		111		352

		AP		STA19		LocalFileTransfer19		TCP		3347.71		90		260		3315.08		89		256		3170.78		92		276		3059.82		95		306		2785.48		103		322		2538.76		112		344

		AP		STA20		LocalFileTransfer20		TCP		3365.1		89		274		3291.58		90		288		3163.18		92		262		3067.05		94		288		2815.94		101		330		2531.74		112		348

		AP		STA25		VoIP_DL25		CBR		95.99		2		12		95.99		2		14		95.99		2		14		95.99		2		16		95.99		2		26		95.99		3		26

		AP		STA26		VoIP_DL26		CBR		95.99		2		10		95.99		2		12		95.99		2		14		95.99		2		18		95.99		2		20		95.98		3		22

		AP		STA27		VoIP_DL27		CBR		95.99		2		10		95.99		2		16		95.99		2		18		95.99		2		18		95.99		2		24		95.99		3		26

		AP		STA28		VoIP_DL28		CBR		95.99		2		10		95.99		2		14		95.98		2		18		95.99		2		18		95.99		2		20		95.99		3		22

		AP		STA29		VoIP_DL29		CBR		95.99		2		10		95.99		2		12		95.99		2		16		95.98		2		16		95.99		2		20		95.99		3		24

		AP		STA30		VoIP_DL30		CBR		95.98		2		12		95.98		2		12		95.98		2		16		95.98		2		16		95.98		2		20		95.98		3		26

		STA1		AP		WebRequest1		TCP		335.96		28		84		335.97		31		114		335.94		36		122		335.95		41		150		335.94		50		176		335.91		57		190

		STA2		AP		WebRequest2		TCP		335.96		28		92		335.97		31		104		335.96		36		128		335.96		41		132		335.93		50		166		335.94		58		222

		STA3		AP		WebRequest3		TCP		335.96		27		78		335.97		31		110		335.94		36		140		335.95		41		134		335.95		49		156		335.93		57		192

		STA4		AP		WebUL#4		TCP		4746.89		70		284		4641.13		71		296		4445.41		72		298		4236.62		74		270		3782.87		81		334		3409.73		88		302

		STA5		AP		Email_Upload		TCP		4736.79		69		306		4622.79		70		306		4386.3		72		292		4175.94		74		264		3731.63		81		274		3349.53		88		292

		STA6		AP		WebRequest#6		TCP		335.84		71		256		335.9		71		264		335.89		74		290		335.86		78		298		335.76		86		314		335.7		93		352

		STA7		AP		VideoConf_UL#1		CBR		999.99		4		4		999.99		4		16		999.99		4		20		999.99		5		20		999.98		6		26		999.98		7		30

		STA8		AP		VideoConf_UL#2		CBR		999.99		4		4		999.99		4		16		999.99		4		20		999.98		5		22		999.98		6		30		999.99		7		34

		STA21		AP		LocalFileTransfer21		TCP		4835.93		70		278		4754.05		71		276		4612.99		72		264		4482.44		74		278		4141.19		79		288		3819.56		85		272

		STA22		AP		LocalFileTransfer22		TCP		4820.9		70		264		4746.42		71		258		4653.05		72		274		4479.24		74		278		4135.85		79		278		3816.75		85		302

		STA23		AP		LocalFileTransfer23		TCP		4812.66		70		304		4777.83		70		294		4634.88		72		274		4505.01		73		266		4146.73		79		308		3819.89		85		294

		STA24		AP		LocalFileTransfer24		TCP		4778.34		71		266		4716.96		71		284		4604.52		72		270		4479.14		74		272		4156.52		79		298		3813.61		85		308

		STA25		AP		VoIP_UL25		CBR		95.99		4		4		95.99		4		14		95.99		4		14		95.99		4		18		95.99		4		22		95.99		4		24

		STA26		AP		VoIP_UL26		CBR		95.99		4		4		95.99		4		14		95.99		4		14		95.99		4		18		95.99		4		24		95.99		4		22

		STA27		AP		VoIP_UL27		CBR		95.99		4		4		95.99		4		14		95.99		4		18		95.99		4		24		95.99		4		22		95.99		4		24

		STA28		AP		VoIP_UL28		CBR		95.99		4		4		95.99		4		14		95.99		4		20		95.99		4		18		95.99		4		22		95.99		4		30

		STA29		AP		VoIP_UL29		CBR		95.98		4		4		95.98		4		14		95.98		4		18		95.98		4		18		95.98		4		24		95.98		4		28

		STA30		AP		VoIP_UL30		CBR		95.98		4		4		95.98		4		14		95.98		4		20		95.98		4		18		95.98		4		24		95.98		4		28

		Total						CBR		9151.82						9151.82						9151.76						9151.72						9151.72						9151.75

		Total						TCP		72180.21						71001.13						68775.69						66643.55						61474.63						56565.33

		Total								81332.03						80152.95						77927.45						75795.26						70626.35						65717.08

						PHY Avg Throughput				106.31						106.28						106.24						106.2						106.08						105.95

						Scenario IV				CTI/Frame=6

						40MHz

														No Error						Error=10-2						Error=3.10-2						Error=5.10-2						Error=10-1						Error=0.15

		Source STA		Destination STA		Traffic Name		Traffic Type		PHY Mode		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)

		AP		STA1		WebDL1		TCP		40_3x3_64QAM2/3		1066.66		10		48		1066.64		10		48		1066.64		11		52		1066.61		12		56		1066.61		14		58		1066.59		16		72

		AP		STA2		WebDL2		TCP		40_3x3_64QAM2/3		1066.65		10		44		1066.64		10		44		1066.66		11		50		1066.66		12		62		1066.64		14		68		1066.62		16		84

		AP		STA3		WebDL3		TCP		40_3x3_16QAM3/4		1066.64		10		54		1066.64		10		48		1066.64		11		48		1066.63		12		52		1066.64		14		64		1066.64		16		80

		AP		STA4		WebDL#4		TCP		40_3x3_64QAM3/4		1066.64		11		58		1066.64		11		60		1066.66		13		56		1066.62		14		60		1066.6		16		92		1066.6		19		74

		AP		STA5		WebDL#5		TCP		40_3x3_64QAM3/4		1066.65		11		74		1066.64		12		72		1066.64		14		68		1066.65		15		66		1066.62		17		76		1066.65		19		78

		AP		STA6		Email_Download		TCP		40_3x3_64QAM3/4		10666.25		16		96		10666.03		19		92		10665.99		22		90		10665.76		23		110		10386.24		28		106		9449.17		31		112

		AP		STA7		VideoConf_DL#1		CBR		40_3x3_64QAM2/3		999.99		2		8		1000		2		14		999.99		2		18		999.99		3		18		999.99		4		24		1000		5		30

		AP		STA8		VideoConf_DL#2		CBR		40_3x3_16QAM3/4		999.99		2		8		999.99		2		14		999.99		2		16		1000		3		18		1000		4		24		999.99		5		26

		AP		STA9		Streaming#1		CBR		40_3x3_64QAM2/3		1999.99		2		8		1999.99		2		14		1999.97		2		18		2000		3		18		1999.97		4		26		2000		5		32

		AP		STA10		Streaming#2		CBR		40_3x3_64QAM5/6		1999.99		2		8		1999.99		2		14		2000		2		16		2000		3		18		1999.99		4		22		1999.97		5		30

		AP		STA11		LocalFileTransfer11		TCP		40_3x3_64QAM2/3		12938.34		22		118		12926.42		23		118		12623.09		23		124		12023.97		24		116		10998.79		26		110		10000.96		29		132

		AP		STA12		LocalFileTransfer12		TCP		40_3x3_64QAM2/3		12819.97		23		118		12971.02		23		120		12479.19		24		104		12144.06		24		102		10980.85		26		122		10060.4		29		122

		AP		STA13		LocalFileTransfer13		TCP		40_3x3_64QAM2/3		12909.93		23		126		13066.29		23		130		12531.04		24		106		12039.82		24		106		11040.19		26		122		10033.85		29		120

		AP		STA14		LocalFileTransfer14		TCP		40_3x3_64QAM2/3		12851.7		23		126		12909.26		23		112		12524.19		24		104		12075.18		24		112		11003.08		26		108		10004.34		29		116

		AP		STA15		LocalFileTransfer15		TCP		40_3x3_64QAM3/4		13664.99		21		114		13645.27		22		108		12990.25		23		106		12430.48		24		112		11280.79		26		110		10233.28		28		112

		AP		STA16		LocalFileTransfer16		TCP		40_3x3_64QAM3/4		13707.19		21		120		13546.1		22		108		12890.41		23		106		12482.58		23		102		11266		26		118		10226.45		28		120

		AP		STA17		LocalFileTransfer17		TCP		40_3x3_64QAM3/4		13649.75		21		108		13482.74		22		106		12956.68		23		114		12444.21		23		110		11271.94		26		106		10220.67		28		114

		AP		STA18		LocalFileTransfer18		TCP		40_3x3_64QAM3/4		13650.47		21		124		13649.35		22		108		12966.14		23		106		12480.89		23		108		11259.91		26		106		10232.9		28		118

		AP		STA19		LocalFileTransfer19		TCP		40_3x3_64QAM5/6		14287.29		20		134		14048.64		21		114		13327.12		22		100		12785.75		23		108		11475.51		25		104		10411.15		28		110

		AP		STA20		LocalFileTransfer20		TCP		40_3x3_64QAM5/6		14244.8		20		128		14022.84		21		110		13371.98		22		116		12758.27		23		100		11516.4		25		100		10415.5		28		110

		AP		STA25		VoIP_DL25		CBR		20_2x2_16QAM1/2		95.99		2		8		95.99		2		12		95.99		2		14		95.99		2		14		95.99		2		20		95.99		2		26

		AP		STA26		VoIP_DL26		CBR		20_2x2_16QAM1/2		95.99		2		6		95.99		2		10		95.99		2		14		95.99		2		16		95.99		2		20		95.98		2		20

		AP		STA27		VoIP_DL27		CBR		20_2x2_16QAM1/2		95.99		2		8		95.99		2		10		95.99		2		12		95.99		2		14		95.99		2		20		95.98		2		20

		AP		STA28		VoIP_DL28		CBR		20_2x2_16QAM1/2		95.99		2		8		95.99		2		10		95.99		2		12		95.99		2		20		95.99		2		16		95.99		2		24

		AP		STA29		VoIP_DL29		CBR		20_2x2_16QAM1/2		95.98		2		6		95.99		2		10		95.99		2		16		95.99		2		18		95.99		2		20		95.99		2		24

		AP		STA30		VoIP_DL30		CBR		20_2x2_16QAM1/2		95.98		2		8		95.98		2		12		95.98		2		18		95.98		2		16		95.98		2		16		95.98		2		24

		STA1		AP		WebRequest1		TCP		40_3x3_64QAM2/3		335.99		14		50		335.99		13		48		335.99		14		54		335.98		14		54		335.98		16		56		335.97		17		72

		STA2		AP		WebRequest2		TCP		40_3x3_64QAM2/3		335.99		14		48		335.99		13		46		335.98		14		54		335.99		14		62		335.99		16		70		335.97		17		78

		STA3		AP		WebRequest3		TCP		40_3x3_16QAM3/4		335.99		14		58		335.98		14		52		335.99		14		52		335.99		14		58		335.99		16		62		335.99		17		76

		STA4		AP		WebUL#4		TCP		40_3x3_64QAM3/4		5099.73		15		66		5099.82		16		66		5099.7		18		62		5099.74		19		60		5099.72		21		84		5099.61		23		76

		STA5		AP		Email_Upload		TCP		40_3x3_64QAM3/4		10132.42		16		82		10132.85		18		82		10132.72		20		70		10132.42		21		74		10132.62		23		80		10126.88		27		88

		STA6		AP		WebRequest#6		TCP		40_3x3_64QAM3/4		335.99		17		94		335.98		19		92		335.98		21		90		335.98		22		110		335.96		26		106		335.97		28		112

		STA7		AP		VideoConf_UL#1		CBR		40_3x3_64QAM2/3		999.99		4		4		999.99		4		16		999.99		4		16		999.99		5		20		999.99		5		24		999.98		7		28

		STA8		AP		VideoConf_UL#2		CBR		40_3x3_16QAM3/4		999.99		4		4		999.99		4		16		999.99		4		20		999.97		5		24		999.98		6		36		999.99		7		32

		STA21		AP		LocalFileTransfer21		TCP		40_3x3_64QAM3/4		17750.24		17		92		15359.73		20		88		14528.43		21		84		13987.06		22		80		12770.16		23		84		11724.71		25		80

		STA22		AP		LocalFileTransfer22		TCP		40_3x3_64QAM3/4		17702.14		17		100		15368.92		20		86		14539.88		21		90		13994.97		22		86		12776.68		23		80		11720.58		25		80

		STA23		AP		LocalFileTransfer23		TCP		40_3x3_64QAM3/4		17720.23		17		102		15347.1		20		106		14518.43		21		78		13960.66		22		90		12801.37		23		84		11706.49		25		80

		STA24		AP		LocalFileTransfer24		TCP		40_3x3_64QAM5/6		18256.44		17		88		15558.35		20		88		14637.06		21		86		14071.94		22		92		12841.69		23		76		11760.1		25		82

		STA25		AP		VoIP_UL25		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		18		95.99		4		18		95.99		4		24

		STA26		AP		VoIP_UL26		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		14		95.99		4		20		95.99		4		22

		STA27		AP		VoIP_UL27		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		14		95.99		4		22		95.99		4		20

		STA28		AP		VoIP_UL28		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		14		95.99		4		20		95.99		4		26

		STA29		AP		VoIP_UL29		CBR		20_2x2_16QAM1/2		95.98		4		4		95.98		4		12		95.98		4		14		95.98		4		14		95.98		4		18		95.98		4		22

		STA30		AP		VoIP_UL30		CBR		20_2x2_16QAM1/2		95.98		4		4		95.98		4		12		95.98		4		14		95.98		4		14		95.98		4		16		95.98		4		22

		Total						CBR				9151.77						9151.79						9151.78						9151.79						9151.76						9151.77

		Total						TCP				238729.08						228477.86						219459.47						212254.88						195578.96						180104.03

		Total										247880.85						237629.65						228611.24						221406.66						204730.72						189255.8

								PHY Avg Throughput				342.84						341.71						340.99						340.45						339.06						337.62





Scenario VI - Detail

		

						SISO								MIMO

		ErrorRate		PHY Throughput		MAC Goodput				Efficiency		PHY Throughput		MAC Goodput				Efficiency

		0.00		106.31		81.332				0.77		342.84		247.88				0.72

		0.01		106.28		80.152				0.75		341.71		237.629				0.70

		0.03		106.24		77.927				0.73		340.99		228.611				0.67

		0.05		106.2		75.795				0.71		340.45		221.406				0.65

		0.10		106.08		70.626				0.67		339.06		204.73				0.60

		0.15		105.95		65.717				0.62		337.62		189.255				0.56





Scenario VI - Detail

		



SISO

MIMO

PER

MAC Efficiency

IEEE Usage model: Scenario IV (Business)
 MAC Efficiency



Scenario VI - Efficiency

		Scenario VI				CTI/Frame=6

		40MHz		64QAM2/3 except for high streaming (STA15->17) where 64QAM3/4 is employed

												No Error								Error=10-2								Error=3.10-2								Error=5.10-2								Error=10-1										Error=0.15

		Source STA		Destination STA		Traffic Name		Traffic Type		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PLR		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		PLR

		AP		STA1		FileTransfer1		TCP		2133.26		24		142		0.00E+00		1984.47		79		508		0.00E+00		1641.71		104		508		0.00E+00		1343.14		131		300		0.00E+00		798.86		224		584		0.00E+00		311		587		1372		0.00E+00

		AP		STA2		FileTransfer2		TCP		2133.24		24		144		0.00E+00		1983.56		79		508		0.00E+00		1644.67		104		494		0.00E+00		1348.89		130		324		0.00E+00		797.46		225		540		0.00E+00		312.11		585		1332		0.00E+00

		AP		STA3		FileTransfer3		TCP		2133.23		24		144		0.00E+00		1994.92		78		508		0.00E+00		1642.35		105		508		0.00E+00		1347.15		130		454		0.00E+00		800.86		224		590		0.00E+00		312.6		584		1332		0.00E+00

		AP		STA4		FileTransfer4		TCP		2133.27		24		152		0.00E+00		1960.53		79		508		0.00E+00		1633.28		105		456		0.00E+00		1347.75		130		300		0.00E+00		803.35		223		550		0.00E+00		311.07		587		1374		0.00E+00

		AP		STA5		FileTransfer5		TCP		2133.28		24		138		0.00E+00		2010.17		78		508		0.00E+00		1634.88		105		508		0.00E+00		1346.57		130		316		0.00E+00		800.48		223		536		0.00E+00		310.82		588		1350		0.00E+00

		AP		STA6		FileTransfer6		TCP		2133.27		24		142		0.00E+00		1971.44		79		508		0.00E+00		1646.52		104		258		0.00E+00		1341.78		131		320		0.00E+00		800.11		224		526		0.00E+00		310.25		589		1332		0.00E+00

		AP		STA7		FileTransfer7		TCP		2133.28		24		138		0.00E+00		1997.03		78		508		0.00E+00		1635.37		105		474		0.00E+00		1343.38		131		302		0.00E+00		795.45		225		570		0.00E+00		310.73		588		1346		0.00E+00

		AP		STA8		FileTransfer8		TCP		2133.26		24		144		0.00E+00		1971.72		79		508		0.00E+00		1637.81		105		508		0.00E+00		1346.49		130		320		0.00E+00		799.55		224		564		0.00E+00		309.75		590		1370		0.00E+00

		AP		STA9		FileTransfer9		TCP		2133.28		24		140		0.00E+00		1996.97		79		508		0.00E+00		1639.41		105		456		0.00E+00		1343.87		131		306		0.00E+00		795.83		225		600		0.00E+00		311.18		587		1448		0.00E+00

		AP		STA10		FileTransfer10		TCP		2133.23		24		144		0.00E+00		1986.7		78		508		0.00E+00		1635.64		105		474		0.00E+00		1346.38		130		300		0.00E+00		804.16		223		530		0.00E+00		312.63		584		1376		0.00E+00

		AP		STA11		LowStreaming11		CBR		1999.87		2		6		0.00E+00		1999.87		2		14		0.00E+00		1999.87		2		18		0.00E+00		1999.87		3		18		0.00E+00		1999.84		4		20		0.00E+00		1999.84		6		26		0.00E+00

		AP		STA12		LowStreaming12		CBR		1999.86		2		6		0.00E+00		1999.86		2		14		0.00E+00		1999.86		2		14		0.00E+00		1999.85		3		22		0.00E+00		1999.82		4		22		0.00E+00		1999.84		6		28		0.00E+00

		AP		STA13		LowStreaming13		CBR		1999.85		2		6		0.00E+00		1999.85		2		10		0.00E+00		1999.85		2		14		0.00E+00		1999.84		3		18		0.00E+00		1999.85		4		22		0.00E+00		1999.83		6		26		0.00E+00

		AP		STA14		LowStreaming14		CBR		1999.84		2		6		0.00E+00		1999.83		2		12		0.00E+00		1999.82		2		14		0.00E+00		1999.84		3		16		0.00E+00		1999.84		4		24		0.00E+00		1999.8		6		32		0.00E+00

		AP		STA15		HighStreaming15		CBR		7999.29		2		6		0.00E+00		7999.26		2		14		0.00E+00		7999.29		4		16		0.00E+00		7999.15		5		18		0.00E+00		7999.1		7		24		0.00E+00		7999.19		8		24		0.00E+00

		AP		STA16		HighStreaming16		CBR		7999.25		2		6		0.00E+00		7999.25		2		14		0.00E+00		7999.21		4		18		0.00E+00		7999.2		5		18		0.00E+00		7999.14		7		22		0.00E+00		7999.07		8		22		0.00E+00

		AP		STA17		HighStreaming17		CBR		7999.2		2		6		0.00E+00		7999.2		2		14		0.00E+00		7999.15		4		20		0.00E+00		7999.14		5		20		0.00E+00		7999.06		7		22		0.00E+00		7998.98		8		22		0.00E+00

		AP		STA18		SDTV18		CBR		4999.5		2		8		0.00E+00		4999.5		2		14		0.00E+00		4999.4		3		16		0.00E+00		4999.5		4		18		0.00E+00		4999.47		6		22		0.00E+00		4999.4		7		28		0.00E+00

		AP		STA19		SDTV19		CBR		4999.47		2		8		0.00E+00		4999.47		2		14		0.00E+00		4999.47		3		14		0.00E+00		4999.47		4		18		0.00E+00		4999.4		6		24		0.00E+00		4999.4		7		30		0.00E+00

		AP		STA20		VoIP_DL20		CBR		95.99		2		2		0.00E+00		95.99		2		10		0.00E+00		95.99		2		10		0.00E+00		95.99		2		14		0.00E+00		95.99		2		24		0.00E+00		95.99		2		30		0.00E+00

		AP		STA21		VoIP_DL21		CBR		95.99		2		2		0.00E+00		95.99		2		10		0.00E+00		95.99		2		14		0.00E+00		95.99		2		14		0.00E+00		95.99		2		16		0.00E+00		95.99		2		20		0.00E+00

		AP		STA22		VoIP_DL22		CBR		95.99		2		2		0.00E+00		95.99		2		14		0.00E+00		95.99		2		10		0.00E+00		95.99		2		14		0.00E+00		95.99		2		18		0.00E+00		95.99		2		20		0.00E+00

		AP		STA23		VoIP_DL23		CBR		95.99		2		4		0.00E+00		95.99		2		10		0.00E+00		95.99		2		14		0.00E+00		95.99		2		16		0.00E+00		95.99		2		20		0.00E+00		95.99		2		20		0.00E+00

		AP		STA24		VoIP_DL24		CBR		95.99		2		2		0.00E+00		95.99		2		10		0.00E+00		95.99		2		14		0.00E+00		95.99		2		18		0.00E+00		95.99		2		20		0.00E+00		95.99		2		24		0.00E+00

		AP		STA25		VoIP_DL25		CBR		95.99		2		2		0.00E+00		95.99		2		10		0.00E+00		95.99		2		10		0.00E+00		95.99		2		14		0.00E+00		95.99		2		18		0.00E+00		95.99		2		24		0.00E+00

		AP		STA26		VoIP_DL26		CBR		95.99		2		2		0.00E+00		95.99		2		10		0.00E+00		95.99		2		10		0.00E+00		95.99		2		14		0.00E+00		95.99		2		16		0.00E+00		95.99		2		22		0.00E+00

		AP		STA27		VoIP_DL27		CBR		95.99		2		2		0.00E+00		95.99		2		10		0.00E+00		95.99		2		16		0.00E+00		95.99		2		14		0.00E+00		95.99		2		16		0.00E+00		95.99		2		22		0.00E+00

		AP		STA28		VoIP_DL28		CBR		95.99		2		4		0.00E+00		95.99		2		10		0.00E+00		95.99		2		14		0.00E+00		95.99		2		14		0.00E+00		95.99		2		16		0.00E+00		95.99		2		20		0.00E+00

		AP		STA29		VoIP_DL29		CBR		95.99		2		2		0.00E+00		95.99		2		6		0.00E+00		95.99		2		14		0.00E+00		95.98		2		14		0.00E+00		95.99		2		16		0.00E+00		95.99		2		26		0.00E+00

		AP		STA30		VoIP_DL30		CBR		95.98		2		2		0.00E+00		95.98		2		10		0.00E+00		95.98		2		10		0.00E+00		95.98		2		14		0.00E+00		95.98		2		16		0.00E+00		95.98		2		20		0.00E+00

		AP		STA31		VoIP_DL31		CBR		95.98		2		2		0.00E+00		95.98		2		10		0.00E+00		95.98		2		14		0.00E+00		95.98		2		14		0.00E+00		95.98		2		20		0.00E+00		95.98		2		26		0.00E+00

		AP		STA32		VoIP_DL32		CBR		95.98		2		2		0.00E+00		95.98		2		10		0.00E+00		95.98		2		10		0.00E+00		95.98		2		14		0.00E+00		95.98		2		16		0.00E+00		95.98		2		20		0.00E+00

		AP		STA33		VoIP_DL33		CBR		95.98		2		4		0.00E+00		95.98		2		14		0.00E+00		95.98		2		14		0.00E+00		95.98		2		14		0.00E+00		95.98		2		20		0.00E+00		95.98		2		20		0.00E+00

		AP		STA34		VoIP_DL34		CBR		95.98		2		2		0.00E+00		95.98		2		10		0.00E+00		95.98		2		10		0.00E+00		95.98		2		16		0.00E+00		95.98		2		20		0.00E+00		95.98		2		26		0.00E+00

		STA20		AP		VoIP_UL20		CBR		95.99		4		4		0.00E+00		95.99		4		12		0.00E+00		95.99		4		14		0.00E+00		95.99		4		14		0.00E+00		95.99		4		18		0.00E+00		95.99		4		22		0.00E+00

		STA21		AP		VoIP_UL21		CBR		95.99		4		4		0.00E+00		95.99		4		12		0.00E+00		95.99		4		14		0.00E+00		95.99		4		14		0.00E+00		95.99		4		18		0.00E+00		95.99		4		26		0.00E+00

		STA22		AP		VoIP_UL22		CBR		95.99		4		4		0.00E+00		95.99		4		8		0.00E+00		95.99		4		14		0.00E+00		95.99		4		18		0.00E+00		95.99		4		18		0.00E+00		95.99		4		24		0.00E+00

		STA23		AP		VoIP_UL23		CBR		95.99		4		4		0.00E+00		95.99		4		12		0.00E+00		95.99		4		14		0.00E+00		95.99		4		18		0.00E+00		95.99		4		18		0.00E+00		95.99		4		24		0.00E+00

		STA24		AP		VoIP_UL24		CBR		95.99		4		4		0.00E+00		95.99		4		12		0.00E+00		95.99		4		14		0.00E+00		95.99		4		14		0.00E+00		95.99		4		18		0.00E+00		95.99		4		26		0.00E+00

		STA25		AP		VoIP_UL25		CBR		95.99		4		4		0.00E+00		95.99		4		12		0.00E+00		95.99		4		14		0.00E+00		95.99		4		14		0.00E+00		95.99		4		18		0.00E+00		95.99		4		24		0.00E+00

		STA26		AP		VoIP_UL26		CBR		95.99		4		4		0.00E+00		95.99		4		12		0.00E+00		95.99		4		12		0.00E+00		95.99		4		14		0.00E+00		95.99		4		18		0.00E+00		95.99		4		22		0.00E+00

		STA27		AP		VoIP_UL27		CBR		95.99		4		4		0.00E+00		95.99		4		12		0.00E+00		95.99		4		14		0.00E+00		95.99		4		18		0.00E+00		95.99		4		18		0.00E+00		95.99		4		18		0.00E+00

		STA28		AP		VoIP_UL28		CBR		95.99		4		4		0.00E+00		95.99		4		12		0.00E+00		95.99		4		14		0.00E+00		95.99		4		14		0.00E+00		95.99		4		18		0.00E+00		95.99		4		22		0.00E+00

		STA29		AP		VoIP_UL29		CBR		95.98		4		4		0.00E+00		95.98		4		12		0.00E+00		95.98		4		14		0.00E+00		95.98		4		16		0.00E+00		95.98		4		22		0.00E+00		95.98		4		20		0.00E+00

		STA30		AP		VoIP_UL30		CBR		95.98		4		4		0.00E+00		95.98		4		12		0.00E+00		95.98		4		14		0.00E+00		95.98		4		14		0.00E+00		95.98		4		18		0.00E+00		95.98		4		22		0.00E+00

		STA31		AP		VoIP_UL31		CBR		95.98		4		4		0.00E+00		95.98		4		12		0.00E+00		95.98		4		12		0.00E+00		95.98		4		14		0.00E+00		95.98		4		18		0.00E+00		95.98		4		22		0.00E+00

		STA32		AP		VoIP_UL32		CBR		95.98		4		4		0.00E+00		95.98		4		12		0.00E+00		95.98		4		14		0.00E+00		95.98		4		16		0.00E+00		95.98		4		18		0.00E+00		95.98		4		24		0.00E+00

		STA33		AP		VoIP_UL33		CBR		95.98		4		4		0.00E+00		95.98		4		14		0.00E+00		95.98		4		14		0.00E+00		95.98		4		18		0.00E+00		95.98		4		22		0.00E+00		95.98		4		22		0.00E+00

		STA34		AP		VoIP_UL34		CBR		95.98		4		4		0.00E+00		95.98		4		12		0.00E+00		95.98		4		14		0.00E+00		95.98		4		14		0.00E+00		95.98		4		18		0.00E+00		95.98		4		20		0.00E+00

		Total				CBR				44875.73								44875.68								44875.51								44875.44								44875.09								44874.93

		Total				TCP				21332.59								19857.5								16391.65								13455.4								7996.12								3112.14

		Total								66208.32								64733.18								61267.16								58330.84								52871.21								47987.07

						PHY Avg Throughput				92.45								92.44								92.58								92.76								93.29								94

														No Error						Error=10-2						Error=3.10-2						Error=5.10-2						Error=10-1						Error=0.15

		Source STA		Destination STA		Traffic Name		Traffic Type		PHY Mode		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)		Throughput (kbits/s)		Mean Delay (ms)		Max Delay (ms)

		AP		STA1		FileTransfer1		TCP		40_3x3_16QAM1/2		8378.72		45		162		9542.57		41		148		9287.21		42		210		7877.05		50		174		7790.35		49		178		6085.56		63		216

		AP		STA2		FileTransfer2		TCP		40_3x3_16QAM1/2		8355.58		46		176		9565.13		41		156		9280.97		42		218		7853.52		50		178		7772.23		49		512		6097.54		63		226

		AP		STA3		FileTransfer3		TCP		40_3x3_16QAM3/4		10664.59		15		132		10664.57		16		132		10664.86		20		120		10664.11		28		526		10432.37		35		526		4595.68		68		147640

		AP		STA4		FileTransfer4		TCP		40_3x3_64QAM2/3		10664.11		13		120		1749.42		17		106		183.52		23		102		434.82		27		98		862.96		36		520		8470.6		43		540

		AP		STA5		FileTransfer5		TCP		40_3x3_16QAM1/2		8388.88		45		180		9509.41		41		162		9297.58		42		162		7859.01		50		194		7775.41		49		186		6085.24		63		512

		AP		STA6		FileTransfer6		TCP		40_3x3_64QAM3/4		10664.89		12		78		1147.31		18		98		10664.71		19		512		9243.11		24		512		10663.69		30		526		6194.16		44		14702

		AP		STA7		FileTransfer7		TCP		40_3x3_16QAM1/2		8401.39		45		170		9537.39		41		186		9300.32		42		156		7887.48		50		176		7775.27		49		172		6105.75		63		210

		AP		STA8		FileTransfer8		TCP		40_3x3_16QAM3/4		10665.18		15		124		10664.81		15		108		2087.44		23		116		10664.89		26		512		250.68		43		126		8103.3		46		534

		AP		STA9		FileTransfer9		TCP		40_3x3_16QAM1/2		8366.27		46		186		9482.05		41		160		9292.46		42		152		7856.45		50		200		7784.84		49		512		6095.82		63		208

		AP		STA10		FileTransfer10		TCP		40_3x3_16QAM1/2		8380.48		45		178		9543.41		41		162		9298.04		42		156		7833.41		50		190		7782.38		49		162		6108.1		63		202

		AP		STA11		LowStreaming11		CBR		40_3x3_16QAM1/2		1999.87		2		2		1999.86		3		30		1999.8		6		44		1999.79		8		56		1999.79		12		90		1999.67		17		84

		AP		STA12		LowStreaming12		CBR		40_3x3_16QAM1/2		1999.86		2		2		1999.86		3		44		1999.84		6		58		1999.86		8		72		1999.72		12		86		1999.82		17		100

		AP		STA13		LowStreaming13		CBR		40_3x3_16QAM1/2		1999.85		2		2		1999.85		3		38		1999.85		6		44		1999.85		8		58		1999.82		12		82		1999.76		17		100

		AP		STA14		LowStreaming14		CBR		40_3x3_16QAM1/2		1999.84		2		2		1999.84		3		30		1999.84		6		50		1999.78		8		58		1999.76		12		86		1999.68		17		96

		AP		STA15		HighStreaming15		CBR		40_3x3_16QAM1/2		7999.29		2		2		7999.2		6		44		7999.18		9		66		7999.2		11		64		7998.75		18		76		7998.95		23		98

		AP		STA16		HighStreaming16		CBR		40_3x3_64QAM5/6		7999.25		2		2		7999.25		6		44		7998.95		9		58		7999.04		11		58		7998.93		18		82		7998.63		23		118

		AP		STA17		HighStreaming17		CBR		40_3x3_16QAM3/4		7999.2		2		2		7998.95		6		44		7998.69		9		56		7998.99		11		70		7998.58		18		84		7998.75		23		100

		AP		STA18		SDTV18		CBR		40_3x3_64QAM3/4		4999.5		2		2		4999.5		5		36		4999.5		8		58		4999.3		10		64		4999.37		15		74		4999.3		22		100

		AP		STA19		SDTV19		CBR		40_3x3_64QAM3/4		4999.47		2		2		4999.47		5		34		4999.4		8		58		4999.37		10		58		4999.27		15		86		4999.13		22		88

		AP		STA20		VoIP_DL20		CBR		20_2x2_16QAM1/2		95.99		2		2		95.99		2		10		95.99		2		14		95.99		2		14		95.99		2		20		95.99		2		20

		AP		STA21		VoIP_DL21		CBR		20_2x2_16QAM1/2		95.99		2		2		95.99		2		10		95.99		2		10		95.99		2		16		95.99		2		16		95.99		2		20

		AP		STA22		VoIP_DL22		CBR		20_2x2_16QAM1/2		95.99		2		2		95.99		2		10		95.99		2		10		95.99		2		16		95.99		2		16		95.99		2		20

		AP		STA23		VoIP_DL23		CBR		20_2x2_64QAM2/3		95.99		2		2		95.99		2		6		95.99		2		14		95.99		2		16		95.99		2		16		95.99		2		24

		AP		STA24		VoIP_DL24		CBR		20_2x2_16QAM3/4		95.99		2		2		95.99		2		10		95.99		2		10		95.99		2		16		95.99		2		16		95.99		2		20

		AP		STA25		VoIP_DL25		CBR		20_2x2_16QAM1/2		95.99		2		2		95.99		2		10		95.99		2		10		95.99		2		14		95.99		2		20		95.99		2		20

		AP		STA26		VoIP_DL26		CBR		20_2x2_16QAM1/2		95.99		2		2		95.99		2		10		95.99		2		14		95.99		2		14		95.99		2		16		95.99		2		24

		AP		STA27		VoIP_DL27		CBR		20_2x2_16QAM1/2		95.99		2		2		95.99		2		10		95.99		2		14		95.99		2		14		95.99		2		16		95.99		2		20

		AP		STA28		VoIP_DL28		CBR		20_2x2_16QAM1/2		95.99		2		2		95.99		2		10		95.99		2		14		95.99		2		14		95.98		2		16		95.99		2		24

		AP		STA29		VoIP_DL29		CBR		20_2x2_16QAM1/2		95.99		2		2		95.99		2		10		95.99		2		10		95.99		2		14		95.99		2		16		95.99		2		16

		AP		STA30		VoIP_DL30		CBR		20_2x2_16QAM1/2		95.98		2		2		95.98		2		10		95.98		2		14		95.98		2		14		95.98		2		16		95.98		2		24

		AP		STA31		VoIP_DL31		CBR		20_2x2_16QAM1/2		95.98		2		2		95.98		2		10		95.98		2		14		95.98		2		16		95.98		2		16		95.98		2		24

		AP		STA32		VoIP_DL32		CBR		20_2x2_16QAM1/2		95.98		2		2		95.98		2		10		95.98		2		10		95.98		2		14		95.98		2		20		95.98		2		24

		AP		STA33		VoIP_DL33		CBR		20_2x2_16QAM3/4		95.98		2		2		95.98		2		10		95.98		2		14		95.98		2		14		95.98		2		16		95.98		2		20

		AP		STA34		VoIP_DL34		CBR		20_2x2_64QAM3/4		95.98		2		2		95.98		2		10		95.98		2		14		95.98		2		14		95.98		2		16		95.98		2		16

		STA20		AP		VoIP_UL20		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		14		95.99		4		16		95.99		4		18

		STA21		AP		VoIP_UL21		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		14		95.99		4		16		95.99		4		18

		STA22		AP		VoIP_UL22		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		12		95.99		4		16		95.99		4		16		95.99		4		22

		STA23		AP		VoIP_UL23		CBR		20_2x2_64QAM2/3		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		14		95.99		4		16		95.99		4		20

		STA24		AP		VoIP_UL24		CBR		20_2x2_16QAM3/4		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		16		95.99		4		16		95.99		4		22

		STA25		AP		VoIP_UL25		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		14		95.99		4		16		95.99		4		20

		STA26		AP		VoIP_UL26		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		12		95.99		4		14		95.99		4		16		95.99		4		22

		STA27		AP		VoIP_UL27		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		14		95.99		4		14		95.99		4		18		95.99		4		18

		STA28		AP		VoIP_UL28		CBR		20_2x2_16QAM1/2		95.99		4		4		95.99		4		12		95.99		4		12		95.99		4		16		95.99		4		16		95.99		4		16

		STA29		AP		VoIP_UL29		CBR		20_2x2_16QAM1/2		95.98		4		4		95.98		4		12		95.98		4		14		95.98		4		14		95.98		4		20		95.98		4		20

		STA30		AP		VoIP_UL30		CBR		20_2x2_16QAM1/2		95.98		4		4		95.98		4		12		95.98		4		12		95.98		4		14		95.98		4		16		95.98		4		18

		STA31		AP		VoIP_UL31		CBR		20_2x2_16QAM1/2		95.98		4		4		95.98		4		12		95.98		4		12		95.98		4		14		95.98		4		16		95.98		4		18

		STA32		AP		VoIP_UL32		CBR		20_2x2_16QAM1/2		95.98		4		4		95.98		4		12		95.98		4		12		95.98		4		14		95.98		4		16		95.98		4		18

		STA33		AP		VoIP_UL33		CBR		20_2x2_16QAM3/4		95.98		4		4		95.98		4		12		95.98		4		14		95.98		4		14		95.98		4		16		95.98		4		18

		STA34		AP		VoIP_UL34		CBR		20_2x2_64QAM3/4		95.98		4		4		95.98		4		14		95.98		4		14		95.98		4		14		95.98		4		16		95.98		4		22

		Total						CBR				44875.73						44875.37						44874.65						44874.77						44873.57						44873.28

		Total						TCP				92930.09						81406.07						79357.1						78173.84						68890.18						63941.75

		Total										137805.82						126281.44						124231.74						123048.61						113763.75						108815.03

								PHY Avg Throughput				195.15						181.67						184.97						189						186.77						192.21





Scenario XVI

		

						SISO								MIMO

		ErrorRate		PHY Throughput		MAC Goodput		TCP Average BitRate		Efficiency		PHY Throughput		MAC Goodput		TCP Average BitRate		Efficiency

		0.00		92.45		66.208		2.133259		0.72		195.15		137.80582		9.293009		0.71

		0.01		92.44		64.733		1.98575		0.70		181.67		126.28144		8.140607		0.70

		0.03		92.58		61.297		1.639165		0.66		184.97		124.231		7.93571		0.67

		0.05		92.76		58.33		1.34554		0.63		189		123.04861		7.817384		0.65

		0.10		93.29		52.871		0.799612		0.57		186.77		113.76375		6.889018		0.61

		0.15		94		47.987		0.311214		0.51		192.21		108.81503		6.394175		0.57





Scenario XVI

		



SISO

MIMO

PER

MAC Efficiency

IEEE Usage model: Scenario VI (HotSpot)
 MAC Efficiency



		



SISO

MIMO

PER

TCP Throughput
(Mbits/s)

IEEE Usage model: Scenario VI (HotSpot)
Average throughput available 
for TCP stations (STA1->STA10) vs. PER



		

				PHY Mode		PHY Throughput		No error		1.00E-02		5.00E-01		1.00E-01

				20MHz 1x1 64QAM3/4		54		46.6		45.9		43.7		41.3

				20MHz 2x2 64QAM2/3		108		94.1		92.3		88.2		83.3

				20MHz 3x3 16QAM3/4		121.5		104.6		102.5		97.8		92.5

				20MHz 3x3 64QAM2/3		162		139.6		136.8		130.4		123.3

				40MHz 2x2 64QAM2/3		216		188.8		184.4		176.5		166.9

				40MHz 3x3 64QAM2/3		324		280.303		273.6		261.421		247.054

				40MHz 3x3 64QAM5/6		405		349.2		342.36		326.9		308.5

				1 CBR Data flow/Max PHY Burst length=1ms

				1 CTI/Frame





		



No Error

PER=5.10-1

PER=10-1

PHY Throughput (MBits/s)

MAC Goodput (MBits/s)

MAC Efficiency




