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Abstract

This document contains a description of the methodology used in TGn Sync MAC simulations.
1 Introduction

1.1 Purpose of this Document

This document contains a description of the methodology used in the MAC simulations for TGn Sync.

1.2 Glossary

	TC
	Traffic category

	AC
	Access category

	STA
	Usual wireless station

	TX_BUFFER
	A buffer to store MPDUs 

	CTS/RTS
	Clear to send/ready to send a set of frames to speed up frame exchange between 2 STAs

	TRTS/TCTS
	Training clear to send/ready to send frames, used for trained BURTS transmission

	TBD
	To be destroyed

	TI
	Training information

	WB
	Wide Band

	OFDM
	Ortogonal Frequency Division Multiplexing

	GI
	Guard Interval

	IAC/RAC
	Initiator aggregate control/responder aggregate control

	BPL
	Bit and Power Loading

	UBL
	Uniform Bit Loading

	MIMO 
	Multiple Input Multiple Output

	BURST
	Aggregation.  The PHY guys don’t like this term.

	Aggregation
	The joining of multiple MAC frames into a single PHY packet

	SRA
	Single-receiver aggregate

	MRMRA
	Multi response multi-receiver aggregate


1.3  References
[1] TGn Channel Models, 11-03-0940-01-000n-tgn-channel-models.doc
[2] TGn Usage Models, 11-03-0802-10-000n-usage-models.doc
2 MAC1 Simulator Methodology
2.1 MAC1 Process Description
2.1.1 TX sequence generation
A STA can perform transmission if: 

· STA has won the competition for the channel/receives a poll frame from AP

· STA received a frame that required response to the originator of that frame

· STA received permission for reverse direction data flow

STA willing to transmit in obtained TXOP has to perform this set of actions:

· Decide about TX sequence type

· Initiate TX sequence by transmitting start frame of TX sequence

· Upon the reception of response frame continue TX sequence or in case of absence of response frame start recovery process.

When in TXOP STA uses a set of TXOP usage rules which allow STA to: 

· continue TX sequence if response frame is received and there is time for that

· initiate immediate/standard retransmission procedure if response frame is not received

· stop TX sequence if no time left

· Start new TX sequence if previous is completed and there are time and data to form new TX sequence.

2.1.2 TXOP usage 

2.1.2.1 TXOP usage heuristics

There is a set of parameter which has impact on TXOP usage and TX sequence behaviour. They are:

· TXOP continuation. The purpose of it is to give the STA the ability to generate (form) as long TX sequences as it can (in current TXOP size constraints). IF the STA completed, for example, TRAINED_BURST transmission, i.e. it got BA which acknowledges all MPDUs of the BURST it may attempt, if there are time and data frames to send, to form new TX sequence to newly selected destination address. This behavior is valid both for EDCA TXOP and polled TXOP. Newly generated TX sequence is transmitted in a SIFS after decision to continue the current TXOP.  Note: channel access constraints are applied.  (i.e. access under EDCA is for only a single AC).

· Retransmission behavior: 

· Immediate start retry: Allow STA to retry first frame of TX sequence, i.e. if STA has transmitted RTS frame and failed to get CTS frame STA may retry it in a SIFS period of time. This also makes sense for HCCA operation mode. This behavior is also useful in case when STA is sure that starting frame was lost because of bad channel but not because of collision. This is done by checking “does STA have finished first transmission sequence in current TXOP”. If yes, than STA with high probability may say that start frame of next transmission sequence was lost because of bad channel and immediately retransmit the frame

· Immediate in-time retry. If STA failed to get BlockAck for transmitted BlockAckReq or it failed to get Ack on third fragment of SINGLETON TX sequence STA may retry this frame in a SIFS period of time. This makes sense because since STA is managed to transmit intermediate frame than nobody transmit with it simultaneously and there is no “active” interference. This also makes sense for HCCA operation mode, moreover I’d say this is recommended retransmit behavior ib case of polled TXOP

· A more capable solution should include both retry MPDUs and new MPDUs in a burst together.  This behaviour is not implemented yet and it is our intention to support this in the future.
· Reverse data flow support - An optional feature to allow STA having obtained TXOP to reserve some time for recipient to allow it to send back some data with response frame.  Support for Reverse data flow is being added to the simulator.
2.1.2.2 TXOP continuation options:

· “Full TXOP”. STA transmits data from selected AC until it runs out of TXOP duration or data. After each successful transmission sequence STA select new destination address as described in 2.1 

· “One transmission sequence only”. STA behave as usual wireless station of 802.11 standard, i.e. after successful transmission of transmission sequence of any type it initiates new channel access procedure.
2.1.3 RA selection heuristic

There are four variables that influence the selection algorithm and medium access time:

· Size of queue

· “Age” of queue (earliest MPDU arrival time to the queue)

· Min size of an aggregation in MPDUs.

· MAX size of an aggregation in MPDUs.

The following is applied at STA that obtained TXOP and identified access category.

To select destination address the following selection heuristic is used:

· STA examine transmission queue taking into account two parameters: 

· number of buffered MPDUs to the particular destination 

· age of MPDU ( identified as difference between MSDU arrival from LLC and current time)

· STA identifies the oldest MPDU in queue. If such MPDU is in transmission queue more than a defined time then destination of that MPDU is selected as destination address of the transmission sequence

· Otherwise, if no “too old” MPDUs are found then STA selects destination address with the largest number of buffered MPDUs.

2.1.4 Basic/Operation rate adaptation

A STA sends control frames at a basic rate and data frames using an operational rate. At the beginning of simulation, the user defines the basic rate to be used within the simulation and an operational rate to be used for initial TX sequence type definition.

During simulation, the STA uses as the operational rate the transmission rate obtained via IAC/RAC frame exchange ( perform training to find out the best possible transmission rate for the following transmission using the data rate). If  there are no legacy devices present in the BSS, the STA uses a slow link adaptation algorithm to define the best possible transmission rate for the control frames. 
2.1.5 TX sequence selection
MAC process transmits data using transmission sequences. Transmission sequence is a sequence of frames and time intervals between them to conduct data transmission to the selected destination address.

There are 9 types of TX sequences defined within MAC process:
· BURST – Originator transmit aggregation (SRA) and a wait for the response BlockAck a SIFS after of BURST transmission

· SINGLETON – usual transmission sequence of DATA frame followed by Ack frame

· PROTECTED SINGLETON (RTS/CTS+DATA/ACK)

· TRAINED BURST (IAC/RAC+SRA)

· PROTECTED BURST (RTS/CTS+SRA).

· TRAINED SINGLETON (IAC/RAC + DATA/ACK).
· FINISHING MOVE  - transmission of CF_End frame at the end of polled TXOP

· POLLING – transmission of CF_POLL frame followed by Ack frame. Used to grant TXOP 

· MULTI_DST_BURST – Transmission of MRMRA. After end of transmission expect response BlockAck from each RA 

The TX sequence type is selected at the start of every transmission opportunity or upon competition of previous TX sequence. The input to the TX sequence type determination is a number of MPDUs available for the transmission and remaining TXOP size.

The STA selects the TX queue that contain biggest number of buffered MPDUs and estimates the number of MPDUs that might be transmitted using one of the defined above transmission sequence using the estimated rate resulting from the previous transmissions to the selected destination. If STA has not transmitted any frames to the selected destination before, it uses the operational data rate (specified by user as MAC parameter at the beginning of simulation). 

Note: if transmission sequence type assumes training request/response generation then STA can only estimate this number, actual size of transmission sequence is known only after reception of training response frame.

Note: User is able to configure MAC to force it to select one transmission only, i.e. MAC will check if it can send only trained aggregation

2.1.6 Single receiver aggregation (SRA)

The MAC1 results presented use only Single Receiver Aggregation (SRA).  This section describes heuristics particular to SRA.
2.1.6.1 SRA transmission

The following is applied at STA that obtained TXOP and identified access category.

In order to transmit SRA STA has to perform following actions:

· Select destination address (receiver address (RA). (as described in 2.1.3)

· Decide to send SRA to the selected destination. STA identifies the number of an MPDUs it can send to the selected destination using trained SRA by the following algorithm:

· STA estimates number of MPDUs it can send in remained part of TXOP. STA uses operational rate for that (defined by a user at the beggining of a simulation). Note: STA takes into account time required for the transmission of IAC, RAC and response BA (plus SIFS intervals)
· If the resulting number of MPDUs less than “Min Aggregation size” constant, then SRA won’t be sent, otherwise it will be.

· If SRA is selected, STA performs training using IAC/RAC frame exchange

· On receipts of a RAC response, update number of MPDUs to send using latest received training information and transmit SRA of defined length. 
2.1.6.2 SRA retransmission behavior

A STA that had transmitted SRA waits for the response BlockAck. If such response frame is not received, the STA retransmits a BlocAckReq frame.  Following reception of a response BlockAck frame, the STA retransmits any lost MPDUs, if required and if time permits.
If a STA receives a BA frame that indicates some MPDUs were not delivered, the STA may retransmit these undelivered MPDUs if there is time in the TXOP left without an additional IAC/RAC frame exchange using previous training information. The STA can add more MPDUs to the retransmitted ones if it has additional MPDUs for transmission and time allows it to do this.

2.1.7 AP static schedule and POLL generation

2.1.7.1 Schedule description

A simple method is used to configure the AP with TSPEC information. The AP has a static schedule that is defined by the simulation user. The user has to provide this static schedule at the beginning of simulations. The AP gets required information like destination address, TID and TXOP size from this schedule and sends a CF-Poll frame every n-th ms as defined by the static schedule.

The schedule contain the following information per destination address:

· Destination address 

· AC

· TXOP size

· Start time

· Interval between current and next poll

The AP reads data from the table and initiates polling by creating a poll event at the time specified in the “Start time” entry. When the scheduled poll event happen STA schedules the next poll event using “Interval between current and next poll” value.

2.1.7.2 Poll processing at AP

The AP uses a privileged channel access after a PIFS interval to deliver a poll frame to the selected destination. If AP at the time of the poll event is busy with any transmission sequence it will wait for the reception of any response frame for that sequence, stop transmission sequence and send the poll frame using PIFS interval.

AP waits for a CF-Ack frame acknowledging the transmitted poll frame. 
Note: CF-Ack frame is selected just to simplify code structure and to get rid of additional chain of conditions in Ack reception branch.  This is an additional overhead in our results that is not present in the actual protocol. 
If CF_Ack is not received the AP retransmits the poll frame after a PIFS interval

IF CF_Ack is received the AP schedules a poll timeout event to regain channel access after expiry of the TXOP. This event is cancelled if tge STA sends to the AP QoS NULL frame to return any unused portion of the TXOP.

2.1.7.3 Poll processing at STA

A STA that receives a poll frame checks whether it can send any data frames during the granted period of time. If the STA can’t send any data frames it immediately responds with QoS NULL frame to the access point.

2.2 PHY Process

This section describes the PHY model built into the MAC1 simulator.

The PHY evaluates post-detection capacity, and then uses this value to lookup PER from PER vs capacity tables supplied by John Sadowsky of Intel.  The simulations that generated these curves included the impairments required by the TGn CC.

A link adaptation algorithm is also defined, which is described below.
2.2.1 Sub-channel capacity definition

This sub-clause describes a system with M Tx antennas and L Rx antennas.

Assume that the receiver’s input signal for i-th sub-carrier has following form:
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Where:

· H(i) is a channel matrix of  LXM dimension.
· x(i) is an transmitting signal, which satisfies to following requirements: x(i)(x(i))H=I
· 
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 is an interfering signal from K interferers.

· n(i) is additive Gaussian noise.

The sub-carrier’s capacity is:
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Where:
· 
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· NSS is a number of spatial streams.

· []ll  is a (l,l)-th matrix diagonal element.

· 
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, where SNR=PS/(N*NSS) is calculated per spatial stream basis
· N is a noise figure, N≈TN*B*NF,

· TN is a thermal noise figure (-174 dBm)

· B is the subcarrier bandwidth (312500 Hz)

· NF is a noise figure (10 dB)

2.2.2 PER vs length interpolation

Two tables are used for calculation of  PER value. The first table is calculated for data length 1000 B, the second one is calculated for 100 B packets. PER values for other lengths are calculated using a linear approximation between these points. 

2.2.3 PHY performance results for 2x2

This section contains simulation results for 2X2 antenna configuration. 2 stations are in the scenario. PER results relate to MPDUs of length 1000B.  Throughput is defined as (1-PER) * PSDU PHY rate.
Parameters:

· Bandwidth: 20/40 MHz.

· Data sub-carriers: 48/108.

· Transmit power: 17 dBm.

· Noise figure: 10 dB.

· CCA threshold 0 dB

Note: in all simulation scenarios which perform measurements per ensemble average SNR the LOS channel models are used for simulation. 
2.2.4 Link Adaptation
This section defines the fast link adaption (FLA) method used by the receiver to propose an MCS value.

Assuming that the max number of spatial streams NSS ≤L it is necessary to calculate instantaneous average channel capacities for 1,…, NSS streams as follows:

· Perform channel capacity calculations for 1,…,NSS streams.
· For each capacity perform calculation of PERs for all possible MCSs using table lookup. The PER values are calculated for 1000B packets.
· Select MCS that maximizes throughput and that also satisfies any predefined PER bound (currently 1%)
3 MAC2 Simulation Methodology
3.1 Higher Layer Properties
Traffic is generated by Contsant distribution corresponding to given load. 
The type and parameter of the TCP model is as follows.
	TCP Factor
	Parameter

	TCP Model
	Simplified New Reno

	Maximum Window Size
	65,535[Bytes] without window scale option

	Retransmission Time Out
	Based on SRTT measurement


3.2 MAC Modes Simulated
This section describes the different “MAC Modes” defined to compare each proposed mechanisms.  The proposed mechanisms include, fast link adaptation, Short NAV, and Pairwise Spoofing.

3.2.1 Mode 1: Standard NAV with Rate Adaptation
This scenario is defined as a reference point of simulation.  IAC/RAC/Block ACK packets are sent at a basic rate of 54[Mbps].  Rate selection is basically done at the receiver.  

The initiator will set its NAV according to the predicted rate X.  The responder could override this default rate from the SINR of the IAC packet.  The initiator will send as many packets as it can during the set duration, leaving time for SIFS and BA.  If the TX buffer for that responder becomes empty, or if the next packet does not fit within the indicated duration, the remaining duration is unused.

The protection method used is Standard NAV because the NAV protects multiple packets.  However we only attempt to protect a single aggregate.  NAV reset is not used.
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Figure 1 Standard NAV with Rate Adaptation
To summarize, the following operation is assumed

· Duration value is delivered via MAC header.
· Duration value is set to for Standard NAV operation without NAV reset
· Duration may be wasted due to rate adaptation

· IAC/RAC are sent at basic rate of 54[Mbps]

· Block ACK is sent at basic rate of 54[Mbps]

3.2.2 Mode 2: Pairwise Spoofing with Rate Adaptation
Spoofing is another way to achieve protection against legacy devices.  By using the spoofing mechanism the IAC/RAC packets do not have to be sent at a basic rate but can be sent at higher rates that the responder can decode.  And at the same time, can achieve higher level of protection via spoofing from third party nodes.  The Block ACK packets are sent at a basic rate of 54[Mbps] to maintain the same level of error protection.
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Figure 2 Pairwise NAV with Rate Adaptation with Spoofing
To summarize, the following operation is assumed

· Duration value is delivered via PLCP header.
· Duration value is set to for Pairwise NAV operation : Protection of Single Response Packet
· Duration will NOT be wasted due to rate adaptation

· IAC/RAC are sent at predicted rates

· Block ACK is sent at basic rate of 54[Mbps]

3.3 MAC Layer Parameters

The following section describes the MAC layer assumptions used in the simulator.
3.3.1 Frame Size

Frame Sizes are based on the TGn Sync MAC Specification draft, D.10.0.

Block ACK parameters are based on the 802.11e Specification E8.0

	Frame Size
	Parameter

	MAC Header
	16[Bytes]

	IAC Payload
	18[Bytes]

	RAC Payload
	11[Bytes]

	Block ACK Payload
	136[Bytes]

	MPDU Delimiter
	4[Bytes]


3.3.2 Frame Aggregation

MAC Level aggregation is implemented in the simulator.  For simplification, the maximum number of aggregated frames is 16 MPDU per PPDU.

	Aggregation Factor
	Parameter

	Frame Aggregation
	MAC Level

	Maximum # of Aggregate
	64[MPDU]


3.3.3 Rate Adaptation

  IAC/RAC/ACK packets are sent at unified rate of 54[Mbps], (MCS3) when spoofing is NOT used.  The duration for the IAC packet is set so that it can send up to 64[MPDUs] at a predicted rate for DATA, as far as the predicted duration is less than Max TXOP duration (curretly set to 3.12[msec] for all the access categories).  This predicted rate is chosen from previous transaction with the communicating node.  The responder may override this predicted DATA rate from the SINR of the IAC packet.  

	Rate Adaptation Factor
	Parameter

	Rate for IAC/RAC/BA
	Uniform(54[Mbps]) *ONLY for Standard NAV

	Target PER
	10[%]


3.3.4 802.11e Support

Parts of 802.11e are implemented inside the simulator.

	802.11e Factor
	Parameter

	Block ACK
	Functionality Incorporated

	EDCF
	AIFS
	Incorporated (See Below)

	
	CW
	Incorporated (See Below)

	
	TXOP
	One Transmission Sequence Only

	HCCA
	Not Used

	DLP
	Used(Contention Based Access)


AIFS is used as described below.  In some evaluation set, Contention Window size is alternated for each usage model for optimization purposes.  The size of individual parameter setting is noted in the results document.

	Priority
	AC
	AIFSN[]
	AIFS[us]

	Lowest

↓

↓
Highest
	AC_BK
	7
	79

	
	AC_BE
	3
	43

	
	AC_VI
	2
	34

	
	AC_VO
	2
	34


*AIFS[AC] = AIFSN[AC] x aSlotTime + a SIFSTime

3.3.5  Additional MAC Parameters
Additional MAC parameters are as follows. In case of buffer overflow, transmitting MSDU will be discarded in tail-drop manner.

	MAC related parameters
	Value

	Transmission Buffer Depth
	AP : 2048[MSDU], MT : 512[MSDU]

	De-queue policy
	MAX Amount with Urgent Alert 
(See Section 3.3.6)

	Block ACK window size
	32[MSDU]

	RTS Threshold
	160.0[usec]

	aSlotTime
	9.0[usec]

	MRMRA
	Not Implemented

	Bi-Directional 
	Disabled

	Fragmentation
	Disabled


3.3.6 RA Selection Heurisitc

When a STA obtains a TXOP for an Access Category with the EDCA mechanism, the Reciever Address is selected using the following rules;

If there are no MPDUs of the Access Category that has been in the transmission buffer for more than a defined time, then the RA is set to the one that has the most number of MSDUs buffered.

If there are MPDUs that have been held in the transmission buffer  for more than a defined duration, the Urgent Alert will be set to the RA of this MPDU(s), and among them the RA with the oldest MPDU will be selected.

3.4 PHY Layer Modeling

The following physical layer characteristics and parameters are assumed for all stations.
	PHY Model Parameters
	Parameter

	Frequency Channel
	5.25[GHz]

	Multi-path fading
	Enabled

	Shadow fading
	Disabled

	Signal Bandwidth
	20.0/40.0[MHz]

	Transmit Power
	50.0[mW]

	Antenna Gain (TX/RX)
	0.0[dBi]

	Antenna Pattern (TX/RX)
	Omni-Directional

	Noise Figure
	10.0[dB]

	CCA accuracy (energy detection)
	RSSI>=-65[dBm]

	CCA accuracy (preamble detection)
	SINR>=3.0[dB]

	CCA delay
	6.0[usec]


The following 50[Byte] Block Error Rate Curves are used for the simulation.

The Block Error Rates (BLERs) are derived from PER vs. instantaneous SNR curve of 100[Byte] packets provided by Darren McNamara, Toshiba.  Note that one BLER curve is used for all links in one scenario (does not use different tables for LOS and NLOS).
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Figure 3 Block Error Rate 50[Bytes]: 2x2x40MHz, Ch.B, and NLOS
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Figure 4 Block Error Rate 50[Bytes]: 2x2x40MHz, Ch.D, and NLOS
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Figure 5 Block Error Rate 50[Bytes]: 2x2x40MHz, Ch.E, and NLOS
The appropriate BLER curve is selected according to the scenario defined in the usage model document.
The following figure shows relationship between Rx. SNR vs. distance between transmitter and receiver, based on channel model and physical layer model described.  (Instantaneous fading component is not included here.)
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Figure 6 RxSNR when BW=40[MHz], TxPower=50[mW], NF=10[dB]

An example above is a graph showing the Rx SNR vs. Distance.   The breakpoints of the curves are 
[image: image12.wmf]BP

d

 = 5[m], 10[m], 20[m] for channel models B, D, E respectively.
In this evaluation, distance loss is calculated based on the parameters, break point 
[image: image13.wmf]BP

d

, and wave length of 0.057[m] assuming channel frequency of 5.25[GHz]. Interference from other system or adjacent bands is not taken into account.
The RxSNR is determined using the fading model described in 3.4.1.1.

3.4.1 Channel model

Radio propagation behavior is modeled by following three components.

1. Distance loss

2. Shadow fading

3. Multi-path fading

Distance loss is uniquely calculated as a function of distance between transmitter and receiver. 
Shadow fading is calculated randomly according to given standard deviation, corresponding to each “link”. 
Multi-path fading is calculated randomly according to given received power fluctuation versus time, corresponding to each “link” and time. Considering multi-path fading characteristic, received power is varying both on time domain and frequency domain (per sub-carrier).

However, in order to make calculation simpler in the MAC simulation, frequency domain fluctuation is not reproduced within MAC simulation, and channel model provides total SINR value of the OFDM symbol at the receiver as a function of transmitter
[image: image14.wmf]f

, receiver
[image: image15.wmf]j

, and time
[image: image16.wmf]t

, assuming following abstraction.


[image: image17.wmf](

)

(

)

(

)

(

)

(

)

(

)

å

å

å

å

å

-

-

-

-

-

=

=

=

=

=

+

=

+

=

1

1

1

1

1

0

0

0

0

0

,

,

,

,

,

,

,

,

,

,

SC

SC

SC

SC

SC

N

i

i

N

i

i

N

i

i

N

i

i

i

N

i

i

n

t

u

t

d

n

t

u

t

d

t

SINR

j

f

j

f

j

f

j

f

j

f


Where 
[image: image18.wmf]i

d

 is the received power of desired signal at the i-th subcarrier, 
[image: image19.wmf]i

u

 is the received power of un-desired signal (sum of interference transmitted from other stations) at the i-th subcarrier, 
[image: image20.wmf]i

n

 is the noise power at the i-th subcarrier, and 
[image: image21.wmf]1

-

SC

N

 is the number of subcarrier of the OFDM signal.

3.4.1.1 RX SINR Calculation
As shown at the formula above, received SINR value is calculated from ratio of desired signal power versus undesired signal power plus noise.

The desired signal power at the receiver
[image: image22.wmf]j

 is calculated by following formula.
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Where
· 
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 is transmit power of transmitter
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, 
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 is pathloss between transmitter
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 and receiver
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 at time
[image: image29.wmf]t

.
Further, pathloss 
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 is calculated by following formula, considering the 3 major components (distance loss, shadow fading, multi-path fading).
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Where, distance loss 
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[dB] is calculated as defined in the channel model document [1], shadow fading 
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[dB] is set to zero as usage model document [2] specifies, and multi-path fading 
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 is calculated based on RiceanFading model as described in the following sub-section.

The undesired signal power at the receiver
[image: image35.wmf]j

 is calculated by following formula.
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The noise power at the receiver
[image: image37.wmf]j

 is calculated by following formula.
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Where: 
· 
[image: image39.wmf]TN

 is thermal noise equal to -174[dBm/Hz], 
· 
[image: image40.wmf]BW

 is signal band width equal to 20[MHz] or 40[MHz], and 
· 
[image: image41.wmf]NF

 is noise figure set to 10[dB].

3.4.1.2 Instantaneous fading model
As described above, multi-path fading is categorized as instantaneous fading component, and given as
[image: image42.wmf](
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 in the pathloss calculation. This component is utilized intended to model time varying channel. Though received power is fluctuating corresponding to each subcarrier respectively, the received power summing total subcarrier is used as fading component in MAC simulation.
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Where, 
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express attenuation of signal caused by multi-path fading in power at i-th subcarrier.

In the MAC simulator, this component is modeled as Ricean fading based on Jake’s Rayleigh fading model. Following graphs summarize the distribution of 
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 observed at each channel models, and distribution of Ricean fading generated in MAC simulator. Both of the distribution is close enough to utilize Ricean fading as a simplified model of MIMO channels for each environment in the MAC simulation. In following graphs, red line denotes 
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 distribution extracted from PHY simulation reproducing MIMO channel based on the parameters defined in channel model document [1], while blue line denotes approximation used in MAC simulation.
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20MHz 2x2 MIMO Channel-D
40MHz 2x2 MIMO Channel-D
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For each channel, following K-factor is adopted as a parameter of Ricean fading.

	Channel
	K-factor

	CM-B 20MHz 2x2 MIMO
	5.0

	CM-B 40MHz 2x2 MIMO
	7.0

	CM-D 20MHz 2x2 MIMO
	12.0

	CM-D 40MHz 2x2 MIMO
	22.0

	CM-E 20MHz 2x2 MIMO
	28.0

	CM-E 40MHz 2x2 MIMO
	48.0


Doppler frequency is defined by environmental speed and carrier frequency. As specified in channel model document [1], 1.2[km/h] is assumed as environmental speed, and 5.25[GHz] as carrier frequency is assumed.
Following graph shows one example of time varying fluctuation of 
[image: image53.wmf](
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 generated by above approximation.
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Figure 7 Fading Fluctuation
3.4.2  Physical Layer Characteristics
In the MAC simulation, transmit power is set to 17dBm] uniquely for every stations with 0[dBi] gain omni-directional antenna. Receiving antenna gain is set to same as transmit antenna.
3.4.2.1  CCA accuracy
PHY_CCA.ind(STATUS=busy) is issued either of following two condition is true.

1. RSSI exceeds given threshold (-65.0[dBm]).
RSSI measurement result is forwarded to MAC layer with 2.0[usec] delay considering propagation delay due to filter, etc.

2. PLCP preamble (STS part) is continuously received with SINR of equal or higher than given threshold (3.0[dB]
) for 6.0[usec].
3.4.2.2  Error Modeling
In MAC simulation, bit error behavior at the receiver is modeled by block error. Since, MAC layer behavior will be different depending on error occurrence “in which part of PSDU”, error occurrence per some block is simulated, based on the assumption that error occurrence probability is identical for any part of the PSDU
. For this evaluation, error occurrence per 50[Byte] are examined referring error occurrence probability at the Rx SINR value, according to predetermined given BLER vs. SNR curve.

BLER vs. SNR curve is generated from the following approximation using PER vs. SNR performance results derived from PHY simulations, following the formula below.
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Where, 
[image: image56.wmf]L

PER

 is the Packet Error Rate of PSDU length of L, and 
[image: image57.wmf]N

BLER

 is the Block Error Rate of block length of N (50[Byte]).

Though this approximation using BLER provides optimistic assumption for the environment where 
[image: image58.wmf]L

PER

 is larger number, the difference becomes less than 1.0[dB] at typical operating environment (SNR range).

3.4.2.3  Link Quality Measurement
In order to achieve fast rate adaptation, PHY layer report measured SNR value to MAC layer. MAC layer will decide MCS based on this information. PHY layer is assumed to provide SINR value of PCLP header part with perfect accuracy.

As for MCS selection, MAC layer counts packet error rate in MSDU, and try to stabilize PER to some targeted PER (in this evaluation around 10%).
4 Cross-Comparison of MAC1 and MAC2 simulators
In order to check the basic performance of the two simulators was similar, we performed a comparison using a deliberately simplified simulation scenario.
4.1 MAC Mode
LongNAV operation was selection for this comparison.
4.2  Simulation Scenario
This section describes the simulation scenario used in the simulation.
This model is defined to check the validity of the two PHY assumptions made between the simulators.
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Figure 8 Point to Point Test
4.3 Simulation Results

  This section describes the simulation results.
4.3.1 Point to Point Test (5[m])
Throughput results for both models for Point to Point Test 5[m] are compared in this section.

4.3.1.1 2x2x40MHz, Channel Model D, NLOS
	Tx Node
	Rx Node
	Offered Load [Mbps]
	Achieved Load [Mbps]

	
	
	
	MAC1
	MAC2

	0
	1
	100
	80.3904
	81.02760

	1
	0
	100
	77.9712
	79.69920

	Total
	200
	158.3616
	160.7268


4.3.2 Point to Point Test (20[m])
4.3.2.1 2x2x40MHz, Channel Model D, NLOS

	Tx Node
	Rx Node
	Offered Load [Mbps]
	Achieved Load [Mbps]

	
	
	
	MAC1
	MAC2

	0
	1
	100
	45.3312
	46.87800

	1
	0
	100
	46.0608
	47.11440

	Total
	200
	91.392
	93.9924


4.4 Conclusion
It can be seen that the rates achieved using the simple point-point scenario are sufficiently similar (~2% error) that the basic operation of the the MAC layer is considered to be validated.  Other points of comparison may be observed from the CC results for more complex simulation scenarios.

5 2x2 Performance results from MAC1 PHY Model

This section shows the PHY layer behaviour results of the MAC1 simulator for various channel models and bandwidths.

Each section presents a throughput vs range curve, and also shows the PER vs range curve.  Results are shown for each of the mandatory PHY modes and for the fast link adaptation algorithm using these modes.
5.1 Simulation results, Channel D, Bandwidth 40 MHz
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0

50

100

150

200

250

0 10 20 30 40 50 60 70 80 90 100

Range, m

Throughput, Mbps

BPSK,R=1/2

BPSK,R=3/4

QPSK,R=1/2

QPSK,R=3/4

16-QAM,R=1/2

16-QAM,R=3/4

64-QAM,R=2/3

64-QAM,R=3/4

2 X BPSK,R=1/2

2 X BPSK,R=3/4

2 X QPSK,R=1/2

2 X QPSK,R=3/4

2 X 16-QAM,R=3/4

2 X 16-QAM,R=3/4

2 X 64-QAM,R=2/3

2 X 64-QAM,R=3/4

FLA
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5.2 Simulation results, Channel model B, Bandwidth 40 MHz
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[image: image63.emf]PER vs. Range, Channel B, Bandwidth 40 MHz
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5.3 Simulation results, Channel E, 40 MHz
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[image: image65.emf]PER vs Range, Channel E, Bandwidth 40 MHz
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5.4 Simulation results, Channel D, Bandwidth 20 MHz
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[image: image67.emf]PER vs. Range, Channel D, Bandwidth 20 MHz
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5.5 Simulation results, Channel B, Bandwidth 20 MHz

[image: image68.emf]Throughput vs. Range, Channel B, Bandwidth 20 MHz
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[image: image69.emf]PER vs. Range, Channel B, Bandwidth 20 MHz
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5.6 Simulation results, Channel E, Bandwidth 20 MHz

[image: image70.emf]Throughput vs. Range, Channel E, Bandwidth 20 MHz
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[image: image71.emf]PER vs Range, Channel E, Bandwidth 20 MHz
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� The sensitivity at interference free environment is equivalent to -88[dBm], with detection probability of 100%.


� Typically, this assumption is not correct. Error occurrence probability is varying depending on the OFDM symbol, according to the PHY layer demodulation scheme, such as channel tracking algorithm, etc.
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