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1 Introduction

1.1 Purpose of this Document

This document contains MAC simulation results for the "TGnSync" proposal to IEEE 802.11 TGn in compliance to the TGn call for proposals.

The TGn comparison criteria call for full disclosure of results and conditions.  We present the results at varying levels of detail in the following documents.  The most summarised form is found in the presentation material [5].  This document contains all of the mandatory results – except per-flow results. Documents [3] and [4] contain the detailed per-flow results and parameter settings as well as results for other simulation conditions.
1.2 Revision History

	Document Revision
	Date
	Author
	Change

	0
	August 13, 2004
	Adrian Stephens and Yuichi Morioka
	Initial Version for 13 Aug 2004 submission

	1
	September  12, 2004
	Adrian Stephens and Yuichi Morioka
	Minor corrections and updates

	2
	November 4, 2004
	Adrian Stephens 

Yuichi Morioka

Tomoko Adachi

Dmitry Akhmetov
	Updates to 20MHz Results
Analysis of Enhanced BA feature added

Updates to MAC1 simulation results.

Updates to MAC options analysis

	3
	January 2, 2005
	Yuichi Morioka

Dmitry Akhmetov

Adrian Stephens
	Updates to MAC1 and MAC2 simulation results.

	4
	January 16, 2005
	Yuichi Morioka

Tomoko Adachi
Dmitry Akhmetov
	Updates to MAC1, MAC2 and MAC3 simulation results.

	5
	March 4, 2005
	Yuichi Morioka
Tomoko Adachi
Dmitry Akhmetov
	Updates to MAC1, MAC2 and MAC3 simulation results 


1.3 Simulation Methodology

Document [1] describes in full the methodology used to obtain this result.  This section contains a very brief summary of the methodologies.

Results were obtained using two independent MAC simulations which are called MAC1 and MAC2 in this document.

The MAC1 simulation is based on the commercial Opnet ** simulation tool, with a substantially re-written MAC process and PHY pipeline.  The PHY model built into the pipeline is based on PER as a function of post-detection capacity.  The simulation uses three possible protection methods: Standard NAV, the LongNAV method of protection (a MAC-layer technique described in [2, section 8.1.7.1]) and pairwise spoofing (described in [1]).  

Results reported here from that model use the LongNAV protection method. The simulation supports MAC Header compression, reverse direction data and periodic reverse direction data MAC options Implicit BAR and Compressed BAR as described in [1, section 2.1.8.5 and 2.1.8.6], A-MSDU aggregation as described in [1, section 2.1.8.7]
For the MAC1 simulation, variants of the standard SS with increased TCP offered load set to the equivalent of 100Mbps per TCP application in ss#1 and of 30Mbps per TCP application in ss#4 and ss#6 were also simulated.  These are shown as "SS1 +", "SS4 +" and "SS6 +" below.

The MAC2 simulation is a discrete event-based simulator written in "C".  The PHY model is based on PER as a function of SNR.  The simulation supports two protection methods:  Standard NAV and pairwise spoofing (described in [1]).  Results reported here from that model use the pairwise spoofing protection method.

The MAC3 simulation is based on the commercial Opnet ** simulation tool. The simulation supports Implicit BAR and Compressed BA (described in [2, section 8.4]). The purpose of this simulation was to investigate the performance benefits of the Enhance BA feature.   

1.4 Model Credits

The following people created the models and provided the PHY simulation results embodied in the MAC simulations.
	Model
	MAC Model
	PHY Curves

	MAC1
	Dmitry Akhmetov, Intel

Adrian Stephens, Intel
	John Sadowsky, Intel

Sergey Shtin, Intel

	MAC2
	Yuichi Morioka, Sony

Kenzoh Nishikawa, Sony

Kazuyuki Sakoda, Sony
	Darren McNamarra, Toshiba
John Sadowsky, Intel

	MAC3
	Tomoko Adachi, Toshiba
	Daisuke Takeda, Toshiba


2 Results for Mandatory Comparison Criteria and FR

2.1 Summary of Configurations

2.1.1 MAC1 2x2x20
	Parameter
	Value

	Number of Tx Antennae
	2

	Number of Rx Antennae
	2

	Nominal Channel Width
	20 MHz

	PHY Options enabled
	SGI where allowed

	TCP Model
	Reno

	Protection Method
	LongNAV

	Channel Access Method
	Optimised HCCA for QoS flows and EDCA for non-QoS flows mimicking the use of TSPECs

	QoS parameter Optimization
	An HCCA schedule was created manually that satisfied the QoS constraints.

	BlockAck policy
	Implicit BA, Short BA

	A-MSDU usage
	ON

	A-MPDU usage
	ON

	MRMRA 
	OFF

	Reverse data flow
	ON


2.1.2 MAC1 2x2x40

	Parameter
	Value

	Number of Tx Antennae
	2

	Number of Rx Antennae
	2

	Nominal Channel Width
	40 MHz

	PHY Options enabled
	SGI where allowed

	TCP Model
	Reno

	Protection Method
	LongNAV

	Channel Access Method
	Optimised HCCA for QoS flows and EDCA for non-QoS flows mimicking the use of TSPECs

	QoS parameter Optimization
	An HCCA schedule was created manually that satisfied the QoS constraints.

	BlockAck policy
	Implicit BAR, Short BA

	A-MSDU usage
	ON

	A-MPDU usage
	ON

	MRMRA 
	OFF

	Reverse data flow
	ON


2.1.3 MAC2 2x2x20

	Parameter
	Value

	Number of Tx Antennae
	2

	Number of Rx Antennae
	2

	Nominal Channel Width
	20 MHz

	PHY Options enabled
	None (Short GI disabled for Channel D and E)

	TCP Model
	New Reno

	Protection Method
	Pairwise Spoofing

	Channel access method
	EDCA

	QoS Parameter Optimization
	Optimized EDCA Contention Window Settings were used to satisfy QoS Requirements.

	BlockAck policy
	Implicit BAR, Compressed BA

	A-MSDU usage
	OFF

	MRMRA 
	OFF

	Reverse data flow
	OFF


2.1.4 MAC2 2x2x40

	Parameter
	Value

	Number of Tx Antennae
	2

	Number of Rx Antennae
	2

	Nominal Channel Width
	40 MHz

	PHY Options enabled
	None

	TCP Model
	New Reno

	Protection Method
	Pairwise Spoofing
Note, Pairwise Spoofing vs LongNAV comparisons derived from the MAC2 results are shown in section 4.1 below.

	Channel access method
	EDCA

	QoS Parameter Optimization
	Optimized EDCA Contention Window Settings were used to satisfy QoS Requirements.

	BlockAck policy
	Implicit BAR, Compressed BA

	A-MSDU usage
	OFF

	MRMRA 
	OFF

	Reverse data flow
	OFF


2.2 Results relating to MAC simulations

Note, the channel access mechanism used to obtain the results is indicated with these colours:  

	Optimised HCCA for QoS flows and EDCA for non-QoS flows mimicking the use of TSPECs
	Optimized EDCA Contention Window Settings 


	CC#
	Name
	Result
	MAC1
	MAC2

	
	
	
	2x2x20
	2x2x40
	2x2x20
	2x2x40

	CC3
	List of goodput results for usage models 1, 4 and 6.
	SS1 (Mbps)
	85.51
	85.38
	63.85
	79.78

	
	
	SS1 + 
	103.06
	163.32
	n/a
	n/a

	
	
	SS4
	104.19
	218.00
	58.54
	81.20

	
	
	SS4 + 
	105.13
	223.44
	n/a
	n/a

	
	
	SS6
	65.40
	66.15
	47.78
	57.58

	
	
	SS6 + 
	90.71
	179..19
	n/a
	n/a

	CC15
	Sharing of medium with legacy devices
	T1 (Mbps)
	87.98 

	n/a
	n/a
	n/a

	
	
	T2 (Mbps)
	34.76
	n/a
	n/a
	n/a

	
	
	T3 (Mbps)
	41.59
	n/a
	n/a
	n/a

	
	
	T4 (Mbps)
	20.59
	n/a
	n/a
	n/a

	CC18
	HT Usage Models Supported (non QoS)
	SS1

(Mbps/ratio)
	33.02/1.0
	32.90/1.0
	11.76/0.38
	27.72/0.89


	
	
	SS4
	95.07/0.21
	208.91/0.46
	49.58/0.11
	72.27/0.16

	
	
	SS6
	20.67/1.0
	21.38/1.0
	4.65/0.23
	14.75/0.73

	CC19
	HT Usage Models Supported (QoS)
	SS1
	17/17
	17/17
	16/17
	17/17

	
	
	SS4
	18/18
	18/18
	18/18
	18/18

	
	
	SS6
	39/39
	39/39
	39/39
	39/39

	CC20
	BSS Aggregate Goodput at the MAC data SAP
	SS1
	M1
	85.51
	85.26
	63.85
	79.78

	
	
	
	M2
	85.51
	85.26
	63.85
	79.78

	
	
	
	M3
	85.51
	85.26
	63.36
	79.78

	
	
	SS4
	M1
	104.19
	218.02
	58.54
	81.20

	
	
	
	M2
	104.17
	218.00
	58.54
	81.20

	
	
	
	M3
	104.19
	218.02
	58.54
	81.20

	
	
	SS6
	M1
	65.40
	66.15
	47.78
	57.58

	
	
	
	M2
	65.40
	66. 15
	47.78
	57.58

	
	
	
	M3
	65.40
	66. 15
	47.78
	57.58

	CC24
	MAC Efficiency
	SS1
	0.62
	0.33
	0.72
	0.60

	
	
	SS4
	0.80
	0.80
	0.55
	0.46

	
	
	SS6
	0.50
	0.24
	0.50
	0.38

	CC27
	Throughput / Range
	
	n/a
	See section 2.4
	
	

	CC28
	Throughput / Range in 20MHz
	
	See section 2.5
	n/a
	
	

	CC58
	HT Spectral Efficiency
	bps/Hz
	From the CC28 curve, goodput is ~107 Mbps at a PSDU PHY rate of 135 Mbps for channel Models B and D.

(GI=0.8us)

Spectral Efficiency =

112.4/20 =

5.62 bps/Hz

(for channel models B and D)


	From CC27, goodput is 237.75Mbps at a PSDU PHY rate of 283.5Mbps for Channel Models B and D.

(GI=0.8us)

Spectral Efficiency = 237.75/40 =

6.04 bps/Hz

(for channel models B and D)


	
	

	Note1: Refer to [3] for CC18/19 per-flow MAC1 results

	Note2: Refer to [4] for CC18/19 per-flow MAC2 results


2.3 MAC Comparison Criteria not related to simulation results

	CC#
	Name
	Disclosure

	CC11
	Backward compatibility  with 802.11-1999 (Rev 2003) and 802.11g
	Backwards compatibility is provided at the PHY level [2, section 12.3.1.2] essentially by retaining the legacy short and long training fields and the legacy signal field.

Backward compatibility is managed within the MAC through the definition of an operating mode [2, section 9.1.1] and rules [2, sections 9.1.3 and 9.1.4] for operation in each operating mode.

Protection mechanisms are defined using both PHY-level ("spoofing") [2, section 8.1.7.2] and MAC-level techniques [2, section 8.1.7.1].

	CC46
	MAC Compatibility and parameters.
	See section 2.6

	CC47
	MAC  extensions
	See section 2.7


2.4 CC27

Figure 1 shows results for CC27 from the MAC1 simulation, truncated at 100m range for Channel B and Channel D.

The MAC and PHY parameters used are defined in [3, CC27 2x2x40 tab].   Any parameters (e.g. SIFS spacing and slot timings) not specified there take on the 802.11a values.

[image: image1.emf]CC 27, Goodput vs. Range, Channels B and D, GI=0.8 us.
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Figure 1 - CC27 Results

2.5 CC28

Figure 2 shows results for CC28 from the MAC1 simulation, truncated at 100m range for Channel B and Channel D.

The MAC and PHY parameters used are defined in [3, CC28 2x2x20 tab]. Any parameters (e.g. SIFS spacing and slot timings) not specified there take on the 802.11a values.

[image: image2.emf]CC28,  Goodput vs. Range, Channels B and D, GI=0.8
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Figure 2 - CC28 Results
2.6 CC46 – Baseline options

"Provide a list of optional features of 802.11a/b/d/e/g/h/i/j that are required for HT operation, and a summary description of the manner in which they are used.  Include references to the sections in the technical proposal document where the complete details are given."

IEEE 802.11e
	Item
	Feature
	Brief Description
	Sections in [2]

	CF12
	QoS Supported
	The proposal requires the use of features introduced in the IEEE 802.11e amendment. 
	8.4

	QB4
	Block Acknowledgement
	TGnSync MAC proposal requires support for Block Acknowledgment in the context of frame aggregation.

The proposal also defines a compressed variant of the 802.11e Block Ack.
	8.1

	QB5
	Automatic Power Save Delivery
	Modified in the context of received aggregate PPDU
	8.1.6

	QD3
	Continuation of EDCA TXOP Support
	Under LongNAV rules, a TXOP can be truncated by use of CF-END
	8.1.7.1.2


2.7 CC47

"Provide a summary description of MAC extensions beyond 802.11a/b/d/e/g/h/i/j that are required for HT operation. Include references to the sections in the technical proposal document where the complete details are given."

	Feature
	Brief  Description
	Section in [2]

	A-MPDU Aggregation
	Allows the transmission of multiple MPDU in a single PSDU
	6.4, 7.1

	A-MSDU Aggregation
	Allows the transmission of multiple MSDU within a single Data MPDU
	6.4

	Bi-directional data flow
	Allows the aggregation of control MPDUs in one direction with Data MPDUs in the reverse direction under control of the TXOP owner
	7.1.10

	Multiple Receiver Frame Aggregation
	Allows aggregated frame to be destined to different receivers
	6.1.3, 7.1.11

	Compressed Header
	Compresses redundant information in Data MPDU headers within the same aggregate
	6.2.2

	MAC Protection
	Three additional procedures for MAC protection, Long NAV, Pair wise spoofing, and Single Ended spoofing
	7.1.7

	Coexistence Mechanisms
	Definition of a BSS operating mode (pure, mixed, managed mixed, 20-base managed mixed) for a BSS based on its environment and rules for legacy protection and management of channel width.
	8.1

	MAC Support for Closed Loop Link adaptation
	Allows the adaptation of modulation coding scheme according to channel conditions
	7.1.8

	Power Saving
	Reduction of the number of enabled receive chains in order to save power with a hold-on timer that keeps a STA in full capability mode for a period of time known to its peers.
	8.3

	Enhanced BA
	A compressed variant of the 802.11e Block Ack is defined.   Also defined are rules for implicit BA that reduce the number of BAR frames transmitted.
	6.1.6, 7.5


2.8 FR1

"Demonstrate at least one set of conditions under which 100 Mbps at the top of the MAC SAP can be achieved.  Provide all relevant information to document this."

In 2x2x40 mode of operation, the MAC1 simulation demonstrates a goodput of >250Mbps for SS16 using the mandatory features only of the MAC and PHY, simulation methodology described in [1] and the MAC and PHY parameters reported in [3,  "ss#16 CC27 2x2x40"].

2.9 FR2

"Proposal supports at least one mode of operation that supports 100Mbps throughput at the top of the MAC SAP in a 20MHz channel. Provide all relevant information to document this."

The mandatory minimum PHY mode of operation is 2x2, 64 QAM.
This corresponds to 135Mbps instantaneous rate at the PHY (using GI=0.8).

A maximum goodput of 107. Mbps is reported in [3, "ss#16 CC28 2x2x20" tab]. The curve crosses 100Mbps at about 8m range. 

3 Required Additional Disclosures

	Number
	Name
	Disclosure

	AD2
	TCP Model Parameters
	Refer to [3, "Common" tab].

Refer to [1, section 3.1] (MAC2 TCP parameters)

	AD3
	MAC simulation methodology
	This is described in [1], please refer to [1].

	AD4
	MAC simulation occupied channel width
	For nxnx40 results, a nominal channel width of 40MHz was occupied.

For nxnx20 results, a nominal channel width of 20MHz was occupied.

	AD5
	Justification of low PLR rates achieved
	This disclosure relates specifically to the MAC1 2x2x40 simulation.

MAC1 simulation targets < 10% PER at the top of the PHY.

The fast link adaptation method described in [1, section 2.2.4] achieves the performance shown in [1, section 5].  Typically PER is < 1% except at extreme range.

Assuming a PER of 1%, the specified residual PLR of 10-7 can be reached by permitting 4 transmission attempts (3 retries).

Assuming uncorrelated errors, these retry attempts will include (with high probability) only a single Data MPDU.

At the PHY rates observed in simulation for the Video flows (average 230Mbps), a single Data MPDU / BAR / BA retry exchange takes ~300us.  3 retries takes ~1ms.

The average transport delay observed with the Video traffic is <30ms.  Attributing this entirely to channel access delay, 3 retries in a separate TXOP would take ~31ms, which is comfortably less than the 200ms delay bound.


4 Characterisation of MAC Features

4.1 Protection Mechanisms

Selected CC results are presented from the MAC2 simulation to show the relative performances of the two protection modes described in [1] relating to the MAC2 simulation.

	CC#
	Result
	MAC2 2x2x40 
Standard Nav
	MAC2 2x2x40

Pairwise Spoofing

	CC3
	SS1 (Mbps)
	71.70
	79.87

	
	SS4
	74.89
	81.20

	
	SS6
	51.67
	57.58

	CC18
	SS1

(Mbps/ratio)

	19.66/0.63
	27.72/0.89


	
	SS4
	65.95/0.15
	72.27/0.16

	
	SS6
	8.72/0.44
	14.75/0.73

	CC19
	SS1
	16/17
	17/17

	
	SS4
	18/18
	18/18

	
	SS6
	39/39
	39/39

	CC20
	SS1
	M1
	71.71
	79.78

	
	
	M2
	71.60
	79.78

	
	
	M3
	71.21
	79.78

	
	SS4
	M1
	74.89
	81.20

	
	
	M2
	74.89
	81.20

	
	
	M3
	74.89
	81.20

	
	SS6
	M1
	51.67
	57.58

	
	
	M2
	51.67
	57.58

	
	
	M3
	51.67
	57.58

	CC24
	SS1
	0.55
	0.60

	
	SS4
	0.47
	0.46

	
	SS6
	0.38
	0.38


4.2 Enhanced BA

The Enhanced BA feature was introduced in the November 2004 meeting as a mandatory feature of the TGnSync proposal.  This section shows the performance results from the MAC3 simulator with/without the use of this feature, and with Enhanced BA combined with the bi-directional or piggy-back feature.

4.2.1 Summary of Enhanced BA benefit

From the SS4 results, it can be seen that the aggregate throughput is increased by approximately 9% when the Enhanced BA feature is used. Moreover, the aggregate throughput is increased by approximately 12% when both Enhanced BA and bi-directional features are used.
4.2.2 TCP Parameters

	TCP Model Parameters for CC18, CC19, CC20. CC24

	MSS
	Ethernet (1500)

	Receive Buffer (bytes)
	65535

	Receive Buffer Adjustment
	None

	Delayed ACK Mechanism
	Segment/Clock based

	Maximum ACK Delay (sec)
	0.200 

	Slow-Start Initial Count (MSS)
	1

	Fast Retransmit
	Enabled

	Duplicate ACK Threshold
	3

	Fast Recovery
	Reno

	Window Scaling
	Disabled

	Selective AKC (SACK)
	Disabled

	ECN Capability
	Disabled

	Segment Send Threshold
	Byte Boundary

	Active Connection Threshold
	Unlimited

	Karn's Algorithm
	Enabled

	Nagle Algorithm
	Disabled

	Initial Sequence Number
	Auto Complete

	Initial RTO (sec) 
	3.0 

	Min  RTO (sec)
	1.0 

	Max RTO (sec)
	64.0 

	RTT Gain
	0.125

	Deviation gain
	0.25

	RTT Deviation Coefficient
	4.0 

	Timer Granularity
	0.5 


4.2.3 MAC3 2x2x40 Parameters
	Parameter
	Value

	Number of Tx Antennae
	2

	Number of Rx Antennae
	2

	Nominal Channel Width
	40 MHz

	PHY Options enabled
	None

	TCP Model
	Reno

	Protection Method
	LongNAV

	Channel Access Method
	Optimised HCCA for QoS flows and EDCA for non-QoS flows mimicking the use of TSPECs

	QoS parameter Optimization
	An HCCA schedule was created manually that satisfied the QoS constraints.

	BlockAck policy
	Implicit BAR, Compressed BA

	A-MSDU usage
	OFF

	MRMRA 
	OFF

	Reverse data flow
	ON


4.2.4 MAC3 PHY Model

The PER vs. average SNR curves underlying this simulator were supplied by Daisuke Takeda of Toshiba. The simulations that generated these curves included the impairments required by the TGn CC. Link adaptation is not applied. 
4.2.5 Enhanced BA Results

	CC#
	Name
	Result
	MAC3

	
	
	
	2x2x40

	
	
	
	Without Enhanced BA
	With 
Enhanced BA
	With Enhanced BA and bi-directional

	CC3
	List of goodput results for usage models 1, 4 and 6.
	SS1 (Mbps)
	84.0
	84.0
	84.0

	
	
	SS4
	101.1
	110.2
	113.1

	
	
	SS6
	64.1
	65.6
	66.2

	CC18
	HT Usage Models Supported (non QoS)
	SS1

(Mbps/ratio)
	31.5/1.02
	31.5/1.02
	31.5/1.02

	
	
	SS4
	92.0/0.20
	101.1/0.22
	104.0/0.23

	
	
	SS6
	19.2/0.96
	20.8/1.04
	21.3/1.07

	CC19
	HT Usage Models Supported (QoS)
	SS1
	17/17
	17/17
	17/17

	
	
	SS4
	18/18
	18/18
	17/18

	
	
	SS6
	39/39
	39/39
	39/39

	CC20
	BSS Aggregate Goodput at the MAC data SAP
	SS1
	M1
	84.0
	84.0
	84.0

	
	
	
	M2
	84.0
	84.0
	84.0

	
	
	
	M3
	84.0
	84.0
	84.0

	
	
	SS4
	M1
	101.1
	110.2
	113.1

	
	
	
	M2
	101.1
	110.2
	113.1

	
	
	
	M3
	101.1
	110.2
	113.1

	
	
	SS6
	M1
	64.1
	65.6
	66.2

	
	
	
	M2
	64.1
	65.6
	66.2

	
	
	
	M3
	64.1
	65.6
	66.2

	CC24
	MAC Efficiency
	SS1
	0.52
	0.52
	0.52

	
	
	SS4
	0.39
	0.42
	0.43

	
	
	SS6
	0.44
	0.45
	0.45


4.3 Reverse direction data feature (including periodic RDR)

4.3.1 Status of these results

This section was introduced in the November 2004 meeting (revision 2 of this document).  The results have not been updated in the current revision.   This means that the goodput results do not compare directly with the results of section 2.2.  However the differences introduced by use of this feature will not be significantly affected by the improvements made to the protocol and simulation reflected in section 2.2, so the performance gains from the use of this feature are still considered to be valid.
4.3.2 Performance gain on simulation scenarios

The table below shows the benefit of reverse direction data support on example of ss#1 bis, ss#4, ss#6 bis.

(The "bis" scenario is created by increasing the offered load of all TCP flows to 30Mbps).

Table 1. Bi-direction support performance results

	Scenario
	Aggregate Goodput

Reverse Direction not enabled

(Mbps)
	Aggregate Goodput Reverse direction enabled
	Performance gain, %

	
	
	Without Periodic RDR
	With Periodic RDR
	Without Periodic RDR
	With Periodic RDR

	SS#1 Normal GI
	82.08
	N/A
	N/A
	N/A
	N/A

	SS#1 BIS Normal GI
	87.26
	94.67
	N/A
	8%
	N/A

	SS#1 BIS Short GI
	92.18
	100.43
	N/A
	8%
	N/A

	SS#4
	90.60
	123.28
	142.12
	36%
	56%

	SS#4 bis
	126.91
	141.02
	160.12
	11%
	26%

	SS#6 
	62.56
	66.00
	N/A
	 5%
	N/A

	SS#6 bis
	66.96
	96.24
	N/A
	43%
	N/A


In the context of the simulation scenarios, it can be seen that reverse direction data shows a benefit that varies significantly across the simulation scenarios.   In SS1 we see 8% benefit from the use of this feature.

In SS4 this increases to 36%.

When periodic RDR is used for the VoIP flows, the benefit is substantially increased to 56% in the case of SS4 and 26% in the case of SS4 bis.
4.3.3 Reverse direction data benefit for additional simulation scenarios

A number of additional simulations were performed in order to estimate the performance benefit of reverse-direction data flow support.

The following scenarios were created in OpNet simulation tool:

· Peer to Peer connection using TCP protocol. Each station generate traffic stream of the offered load of 125Mb/s

· Peer to Peer connection using UDP protocol. Each station generate traffic stream of the offered load of 125Mb/s

· Single TCP stream from one STA to another of 200Mb/s offered load.

· VoIP support. A ring of VoIP clients around AP. 

· TCP ring. A ring of TCP clients around AP.

· Mixture traffic. A ring of TCP and VoIP client (10 station of each type) around AP.

Full details of the methodology and detailed results are contained in [1].

Using the scenarios described in [1] the following results are obtained:

· Peer to Peer connection. In case of single peer to peer connection the use of reverse data flow will allow a small performance benefit in the range of 1-3 % both for TCP and UDP traffic. The biggest performance benefit can be achieved using TCP traffic with small MPDU size (~100-200 bytes) and MSS size equal to that value. In this case performance benefit is up to 10 %

· VoIP support. Reverse support in case of EDCA to increase number of supported users from 20 to 30. 

· Pure TCP traffic support. The scenario with a ring of TCP clients around AP, each doing 30 Mb/s stream shows a small performance increase of roughly 3%.

· In the case of a mixture of TCP and VoIP clients (10 TCP and 10 VoIP), the use of reverse direction obtains a significant performance increase – up to 60% aggregate throughput.
4.4 Header Compression Feature

This feature was withdrawn from the TGn Sync proposal in March 2005.
Although the feature gave significant improvements in the absence of A-MSDU aggregation,  when A-MSDU aggregation was added, this benefit was reduced, and so the feature was removed.
4.5 Comparison of 20/40 MHz Coexistence Methods

[6] Contains simulation results relating to a comparison of 20/40 MHz Coexistence methods.  It compares system goodput of the base-20 MHz managed mixed mode with an unmanaged mode in which both 20MHz halves of a 40MHz channel are overlapped by 20MHz devices.

It is demonstrated that the use of base-20 MHz managed mixed mode reduces the probability of collisions in the extension channel and results in higher throughput when there are more than 1 contending 20MHz STA in the extension channel.
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Abstract


This document discloses results required by the 802.11n comparison criteria and functional requirements related to the MAC performance of the TGnSync proposal [1] [2].
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� Note that the PHY model used for this simulation (results T1-T4) was the same as that used for the other MAC simulations.  As such it included impairments IM1, IM5 and IM6.  This is not expected to significantly affect these results.
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