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Abstract

This paper reviews issues relating to virtual access points, access points which simultaneously advertise access to multiple networks. By enabling a single physical AP to present itself to the STA as multiple “virtual APs additional flexibility is provided in situations where simultaneous support for multiple access methods is required. In addition, virtual APs enable more economical deployment in situations where multiple providers would otherwise build out multiple networks within the same geographic area. This paper begins by describing the benefits of virtual APs, and then discusses the mechanisms used to implement this capability today. The approaches are reviewed and compared, and a standard approach is recommended. 
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1. Introduction

1.1 What is a Virtual Access Point?

A “Virtual Access Point” appears to stations (STAs) as indistinguishable from a physical AP, even though multiple Virtual APs might be supported within the same physical AP. For example, a single physical AP might be comprised of multiple Virtual APs, each of which can advertise a distinct SSID and capability set. Where APs are shared by multiple providers, Virtual APs provide each provider with separate authentication and accounting data for their users, as well as diagnostic information, without sharing sensitive management traffic or data between providers.   

1.2 What are the benefits of Virtual APs? 

Virtual APs allow a single provider to offer multiple services, as well as enabling multiple providers to share the same physical infrastructure. Advantages include: 

· Channel conservation. Multiple providers are becoming the norm within public spaces such as airports. Within an airport, it might be necessary to support an FAA network, one or more airline networks, and perhaps one or more Wireless ISPs (WISPs). However, in the US and Europe, 802.11b networks can only support three usable channels, and in France and Japan only one channel is available. Once the channels are utilized by existing APs, additional APs will interfere with each other and reduce performance. By allowing a single network to be used for multiple purposes, Virtual APs conserve channels. 
· Capital expenditure reduction. Wireless LAN deployment is expensive, and in the current economic environment, raising capital is difficult. In order to provide a better return on the installation and maintenance costs of wireless infrastructure deployment, it is less expensive to build infrastructure and share it among multiple providers, than to build overlapping infrastructure. 

Since each Virtual AP is a logically separate entity, providers may use Virtual APs to offer multiple services on the same physical infrastructure. 

Example 1: Guest networks.  An enterprise customer could use Virtual AP capabilities in order to offer access to guests as well as employees without having to deploy multiple AP networks. One Virtual AP can advertise the “GUEST” SSID, offering access to an Internet VLAN, while another Virtual AP can advertise the “CORPNET” SSID, offering access to the  corporate network VLAN. 

Virtual APs also allow providers to share the same physical infrastructure, while offering access to distinct networks. 

Example 2: WLAN resale. An infrastructure provider can resell access to the WLAN network, allowing each reseller to advertise their own unique set of services. For example, access could be offered via Web Portal, WPA or RSN simultaneously without having to deploy separate networks.  For example, one Virtual AP could advertise the “SLOWNET” SSID, offering rates of 1 and 2 Mbps, along with support for a Web portal with open authentication (no WEP). Another Virtual AP could advertise the “FASTWPA” SSID, offering rates of 1, 2, 5.5 and 11 Mbps and support for WPA, while yet another Virtual AP could advertise the “FASTRSN” SSID, offering rates of 1,2,5.5 and 11 Mbps and support for RSN. STAs signed up with the SLOWNET service can then associate with that network via the Web Portal, while STAs signed up with the FASTRSN service and supporting RSN can associate with that network. Since the “SLOWNET”, “FASTWPA” and “FASTRSN” Virtual APs coexist within the same physical AP, no additional equipment is needed to enable this.
1.3 The  Virtual AP concept 

A Virtual AP is a logical entity that to a STA is indistinguishable from a physical AP residing within the same enclosure. As with all idealizations, a Virtual AP implementation may approximate the ideal behavior to a greater or lesser degree. Virtual and physical AP implementations are compared in Figure 1. 
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Figure 1. The Virtual AP Concept

In order to provide STAs with the illusion of multiple physical APs within the same enclosure, it is necessary for Virtual APs to emulate the operation of physical APs at the MAC layer. Emulating the operation of a physical AP at the radio frequency layer is typically not possible within a Virtual AP, unless multiple radios are available.  

As noted in Figure 1, Virtual APs emulate the MAC layer behavior of physical APs by operating with distinct BSSIDs, SSIDs, capability advertisements and default key sets.

In order to provide providers sharing an AP with their own distinct authentication and accounting data as well as diagnostics, it is desirable to provide partial emulation of the IP and Application Layer behavior of physical APs.  

At the IP layer, the behavior of distinct physical APs is emulated by allocating a distinct IP address, and potentially a Fully Qualified Domain Name (FQDN) to each Virtual AP. 

At the Application Layer, the behavior of distinct physical APs may be emulated by providing each Virtual AP with its own set of SNMPv3 secrets and SNMPv2 communities, RADIUS shared secrets, and Web and telnet login identities. 

To provide the desired emulation at the MAC, IP and Application Layers, it is necessary to solve several technical problems: 

· Multiple SSIDs. In order to support multiple Virtual APs within a single physical AP, it is necessary to define how APs can support multiple SSIDs, and how STAs can discover those SSIDs. This allows each Virtual AP to each advertise its own SSID.
· Multiple capability advertisements. Since each Virtual AP may wish to offer a different set of services, it is necessary for each Virtual AP to advertise its own set of capabilities. 
· Multiple VLANs. It is typically desirable to avoid intermixing of traffic from distinct Virtual APs.  For example, on an AP shared by the FAA, an airline and a Wireless ISP (WISP), it would be undesirable for a WISP user to be able to snoop on or inject traffic into the FAA network. This can be achieved by allocating a unique VLAN to each Virtual AP. Since each VLAN represents a unique broadcast domain, in order to provide separation, each VLAN requires a unique default key. 
· Multiple RADIUS configurations. To allow each Virtual AP to be separately configured without affecting other Virtual APs, it is desirable to allow multiple RADIUS configurations, one for each virtual AP. For example, each Virtual AP might be configured to use a different RADIUS proxy. 
· Multiple virtual SNMP MIBs.  To enable each Virtual AP to be separately managed, it is desirable a unique virtual MIB per Virtual AP. This can be accomplished by allocating each Virtual AP its own IP address, or by use of SNMPv3 context [RFC2975]. 
· Pre-authentication routing. In the Association/Reassociation Request, the STA indicates the SSID it is associating with. Since 802.11 supports authentication prior to association, it is possible for an AP to receive an authentication request prior to association. Since Virtual APs may support multiple authentication models, before responding to a pre-authentication request, it is necessary to determine the SSID (and Virtual AP) to which it is targeted.   
 2 MAC layer issues

2.1. Multiple SSIDs

In [IEEE80211], the SSID is a field between 0 and 32 octets that may be included as an Information Element (IE) within management frames. A zero length SSID indicates the broadcast SSID “any”. Management frames supporting the SSID IE include the Beacon, Probe Request/Response, and Association/Reassociation Request frames. 

In order to discover SSIDs, the STA may support passive and/or active scanning. In passive scanning, the STA listens on a given channel for Beacons and Probe Responses, but does not issue its own Probe Requests. In active scanning, the STA issues a Probe Request to obtain this information more quickly. 

Since in 802.11 it is only possible for a STA to associate with a single AP and only a single SSID IE may be included within an Association/Reassociation Request, it is only possible for a STA to be associated with a single SSID at a time.

In order to support multiple SSIDs per AP, the following approaches may be considered:  

1. Multiple SSIDs/Beacon, Single Beacon, Single BSSID. In this approach, the AP only uses a single BSSID, and sends a single Beacon.  The AP includes multiple SSID Information Elements (IEs) within the Beacon or Probe Response, with the Beacon interval remaining unchanged. 

2. Single SSID/Beacon, Single Beacon, Single BSSID. In this approach, the AP only uses a single BSSID and sends a single Beacon. Each Beacon or Probe Response contains only one SSID IE.  Only the capabilities corresponding to the “primary” SSID are sent in the Beacon and in response to a Probe Request for the broadcast SSID. However,  the AP responds to Probe Requests for “secondary” SSIDs with a Probe Response including the capabilities corresponding to that SSID.

3. Single SSID/Beacon, Multiple Beacons, Single BSSID. In this approach, the AP only uses a single BSSID, but sends multiple Beacons, each with a single SSID IE. The AP responds to Probe Requests for supported SSIDs (including a Request for the broadcast SSID) with a Probe Response including the capabilities corresponding to each SSID.

4. Single SSID/Beacon, Multiple Beacons, Multiple BSSIDs. In this approach, the AP uses multiple BSSIDs, one for each SSID. Each Beacon or Probe Response contains only a single SSID IE. The AP sends Beacons for each of the SSIDs that it supports at the standard Beacon interval, using a unique BSSID for each one. The AP responds to Probe Requests for supported SSIDs (including a Request for the broadcast SSID) with a Probe Response including the capabilities corresponding to each SSID.

While the IEEE 802.11 specification does not provide guidance on which of these approaches is appropriate, and as a result, multiple incompatible approaches have been chosen by vendors. Unfortunately, as will be described, several of these approaches result in interoperability problems or undesirable side effects. Given the importance of Virtual AP support,  it is highly desirable for the industry to converge on a single approach. 

As described below, approach 4 (Single SSID/Beacon, Multiple Beacons,  Multiple BSSIDs) appears to be superior: it is the most compatible with the Virtual AP concept, is compatible with existing STAs, allows the discovery of new SSIDs, and does not increase the time required for a passive scan. It is therefore recommended that this approach be selected by vendors desiring to support Virtual APs. More details on each of the approaches is given below. 

2.1.1 Multiple SSIDs/Beacon, Single Beacon, Single BSSID

In this approach, an AP includes multiple SSID IEs within the Beacon and Probe Response, with the Beacon interval remaining unchanged. Upon receiving a Probe Request with the broadcast SSID, the AP responds with multiple SSIDs inside the Probe Response. Since [IEEE80211] does not state explicitly how many SSID IEs may be included within management frames, this approach does not appear to be forbidden, and it supports both passive and active scanning. 

However, in practice many STA implementations assume that there can only be a single SSID IE within a management frame, and do not react well to multiple SSID IEs within a single Beacon or Probe Response. Thus, this approach has limited interoperability and typically requires STAs and APs from the same vendor. 

In addition, all SSIDs are advertised from the same originating BSSID. As a result, STAs receive multicast/broadcast traffic from Virtual APs which they are not associated with. This traffic is subsequently discarded as a decrypt error, since the STA only obtains the default key corresponding to the associated SSID. 

Another limitation of this approach is that it requires each SSID to offer the same set of capabilities, limiting the ability of Virtual APs to differentiate themselves. For example, on the same physical AP it may be desirable to provide a “high security” Virtual AP that supports RSN, alongside a “WISP” Virtual AP supporting Web Portal access. Given the inflexibility and poor interoperability of this approach, its use is discouraged.   

2.1.2 Single SSIDs/Beacon, Single Beacon, Single BSSID

In this approach, Beacons and Probe Responses contain only one SSID IE.  The AP includes a “primary” SSID in the Beacon, and responds to Requests for the broadcast SSID only with a Probe Response for this SSID. However, it will respond to a Probe Request for a “secondary” SSID with a Probe Response for that SSID. With this approach, each Virtual AP may have a distinct SSID and set of capabilities, and the Beacon interval remains unchanged. 

The AP typically uses a single BSSID in all management frames, regardless of SSID, resulting in STAs receiving and then discarding traffic from broadcast domains they do not belong to. This traffic is subsequently discarded as a decrypt error, since the STA only obtains the default key corresponding to the associated SSID. 

Since only a single “primary” SSID is advertised in the Beacon, passive scanning cannot determine the supported SSIDs. Even a STA listening for Probe Responses for a substantial period may not learn all the supported SSIDs. To complete an active scan, the STA needs to send a Probe Request for each of the “secondary” SSIDs. Depending on the number of “secondary” SSIDs in the preference list, this can considerably increase the time and traffic required for an active scan – resulting in increased roaming times. Since an SSID must be known before it can be queried in a Probe Request, this approach does not enable discovery of new SSIDs, except by snooping of Probe Responses. 

While this approach is interoperable, it suffers from poor roaming times, and does not allow discovery of new networks. As a result, this approach requires pre-configuration of each client, making it inappropriate for implementation of a GUEST network as described in Example 1 above. 

2.1.3 Single SSIDs/Beacon, Multiple Beacon, Single BSSID

In this approach, Beacons and Probe Responses contain only one SSID IE, but the AP sends Beacons for each supported SSID, and responds to Probe Requests for each SSID, as well as for the broadcast SSID. With this approach, each Virtual AP can advertise different capabilities, but a single BSSID is used for all Virtual APs. Thus, STAs receive and then discard traffic from broadcast domains they do not belong to. This traffic is subsequently discarded as a decrypt error, since the STA only obtains the default key corresponding to the associated SSID. If there are N supported SSIDs, and the standard Beacon interval is T, then the Virtual AP Beacon interval will be NT and the time required to complete a passive scan is multiplied by N.

Interoperability of this approach is only fair because many STAs age out the information obtained from a scan based on a timer. If the timer is too short, the result is that, rather than discovering multiple Virtual APs, the STA will instead only discover a single AP flipping between capability sets. As a result, this approach does not work reliably with many existing 802.11 NIC drivers, and should be discouraged. 

2.1.4 Single SSIDs/Beacon, Multiple Beacon, Multiple BSSIDs

In this approach, each management frame contains only one SSID IE. The AP sends Beacons for each of the SSIDs that it supports at the standard Beacon interval, using a unique BSSID for each one. The AP responds to Probe Requests for supported SSIDs, including the broadcast SSID, with a Probe Response including the capabilities corresponding to that SSID. If there are N supported SSIDs, and the standard Beacon interval is T, then the Beacon traffic is multiplied by N, and the interval between Beacons will be T/N. As a result, this approach does not increase the time required to complete an active or passive scan. 

Since in this approach each Virtual AP may have a distinct SSID, capabilities and BSSID, this approach is most compatible with the Virtual AP concept. Advantages include:

· Interoperability. Each Virtual AP uses its own BSSID, this approach to Virtual APs is virtually indistinguishable from multiple physical APs, and is compatible with existing STA implementations. 

· Discovery. Since in this approach the AP will respond to a Probe Request for ANY with all Probe Responses for each SSID, this approach allows discovery of new SSIDs. 

· Roaming times. Since this approach does not require Probe Requests for each individual SSID, it does not increase roaming times.  

· Capabilities advertisement. Each Virtual AP can send its own Beacons and Probe Responses, and therefore can advertise different security mechanisms, rates, etc. 

· Broadcast domain separation. Since there is a unique BSSID per SSID, there is no “leakage” of multicast/broadcast traffic between broadcast domains. STAs receiving multicast/broadcast traffic for non-associated SSIDs filter the extraneous traffic in hardware without first decrypting it. 

· SSID routing. Since each SSID corresponds to a unique BSSID, the selected SSID can be inferred with the BSSID to which pre-authentication frames are directed. This allows Virtual APs to distinguish their pre-authentication traffic.

As a result of these advantages, we believe that the multiple BSSID approach is uniquely suited for implementation of the Virtual AP concept, and should be selected as the most appropriate approach. 

2.2 Multiple VLANs

Since Virtual APs may be correspond to logically distinct services offered by different providers or requiring different security levels, it is important to be able to keep traffic for each Virtual AP separate. This can be achieved by having allowing each Virtual AP to implement its own VLAN. Several models for VLAN support are possible:

· Static VLANs. In this approach, all STAs associated with the same Virtual AP belong to the same VLAN, and packets entering the DS are VLAN tagged according to the Virtual AP to which the STA has associated. Although [IEEE8021X] prohibits tagging of IEEE 802.1X traffic, it appears that this may be required where both VLAN tagging and pre-authentication are supported. Since each Virtual AP’s VLANID is statically provisioned, only one VLANID need be supported per Virtual AP. However, this does not necessarily imply that all Virtual APs within an ESS are provisioned with the same static VLANID. On roaming between Virtual APs within the same ESS, a STA may need to change its IP address. 

· Dynamic VLANs. With Dynamic VLAN provisioning it is possible for STAs associated with the same Virtual AP to be assigned to different VLANs. This requires that multiple VLANs (and default keys) be supported within a Virtual AP. This capability enables a STA to remain within the same VLAN, even when moving between ESSes, so that mobility is enhanced. In this approach, the VLANID is dynamically provisioned via RADIUS, and is typically determined based on the STA MAC address, or the Identity asserted in the IEEE 802.1X exchange. The simplest dynamic VLAN policy is port-based VLAN support. In this model, all frames originating within an association are tagged with the same VLANID, provided via the VLAN attribute defined in [Congdon]. More sophisticated policies are possible, such as MAC or application-based VLANs.  

Regardless of whether static or dynamic VLANs are supported, VLAN-capable Virtual AP need to provide the following capabilities: 

· MAC address and Port-based VLAN tagging. Where either the “From DS” or “To DS” bits are set to true, but not both, all frames originating from the STA have the SA set to the STA MAC address. Since an association corresponds to a “virtual port”, this implies that MAC address and port-based VLAN tagging are equivalent in 802.11. Where the “From DS” and “To DS” bits are both set to true, the SA of a frame originating from the STA may not be the same as the Transmitter Address (TA). Similarly, the DA of a frame sent by the AP to the STA may not be the same as the Receiver Address (RA). As a result, where the WM is used as the DS, port-based and MAC address-based VLAN tagging are not equivalent. 

· GVRP. In order to register the VLANs joined by associated STAs, Virtual APs need to support GVRP, defined in [IEEE8021Q]. GVRP support enables Virtual APs to receive traffic only for VLANs corresponding to one or more associated STAs. When the last STA registered in a particular VLAN is disassociated, the AP can deregister membership in that VLAN. Similarly, when a STA is joined to a new VLAN, the AP needs to send the GVRP registration corresponding to that VLAN.  
2.2.3 Per-VLAN default keys

By definition, STAs within the same VLAN share a broadcast domain, while those in different VLANs do not. This implies that STAs on distinct VLANs do not exist within the same broadcast domain. To ensure this, each VLAN requires a distinct default key, so that a STA receiving broadcast traffic for another VLAN, will not be able to decrypt that traffic. 

Note that while IEEE 802.1Q provides support for up to 4094 VLANs, it is very unlikely that an AP supporting Virtual APs will need to support this many default keys. Default key separation can typically only be supported by APs which support key mapping keys; on receipt of a frame from a STA, the AP determines the VLAN corresponding to the STA and the default key corresponding to that VLAN is loaded into the confidentiality/integrity engine, enabling decryption of that frame.

3. IP layer issues

3.1 IP addresses

In order for allow each Virtual AP to maintain its own management identity, it may be desirable for each Virtual AP to have its own IP address. Advantages include:

· Distinct RADIUS shared secrets. Since within RADIUS shared secrets correspond to an IP address, unless Virtual APs have distinct IP addresses, they will need to use the same RADIUS shared secret. This is undesirable for security reasons. 

· Distinct SNMP configurations. As described below, it is possible to enable a virtual MIB per Virtual AP using SNMPv3 context. However, this technique is not available to APs that only implement SNMPv2; such APs may wish to support separate management identities by using a different IP address per Virtual AP. 

3.2 DNS configuration

In order to allow a single AP to have multiple FQDNs, each provider may add its own A or AAAA RR. If the AP supports multiple IP addresses, each A/AAAA RR can point to a distinct IP address, and a unique PTR RR can be added as well, pointing from each IP address back to its corresponding FQDN. If the AP only supports a single IP address, then it is possible to have multiple A/AAAA RRs, but only one PTR RR can be supported. 

It is assumed that the AP DNS resolver will point to a single set of DNS servers, as configured by the owner of the AP. While it is possible to have a distinct set of DNS servers enabled per interface, one for each Virtual AP, this level of complexity is typically not required.  

4. Application layer issues

4.1 AAA configuration

In order to enable each provider to handle authentication and accounting for its users, each Virtual AP needs to support its own distinct AAA configuration. For example, each Virtual AP may point to a different set of RADIUS proxies, or configure different RADIUS shared secrets. As defined in [RFC2865], RADIUS shared secrets are configured based on the IP addresses of the RADIUS client and server. This means that to avoid sharing of the RADIUS client configuration between providers, each Virtual AP requires a distinct IP address. Note that where RADIUS is run over IPsec, as defined in [RFC2869bis], that it may be possible within Aggressive Mode to allow a pre-shared key to be mapped to an IKE ID payload, such as an FQDN. 

In order to be able to distinguish pre-authentication traffic between Virtual APs, it is necessary for each Virtual AP to have a distinct BSSID. Since the BSSID is used as the destination MAC address by pre-authenticating STAs, the destination Virtual AP can be determined, and the correct SSID can be filled in within the Called-Station-ID attribute sent by the Virtual RADIUS client. If multiple IP addresses are supported, then each IP address will correspond to a unique BSSID. 

4.2  Virtual MIBs

In order to be able to separately manage their Virtual APs, provider will typically require access to management data. The owner of the physical AP will typically determine the level of access that can be provided. If SNMPv3 is supported, then access control can be supported at a granular level; for example, READ access might be provided to most MIB variables, but WRITE access might be restricted to a subset of MIB variables. If only SNMPv2 is supported, then access control will typically need to be more coarse; READ only access is typical. 

It is expected that the owner of the AP will be responsible for maintaining the MAC and IP layer connectivity for the AP, so that basic MIBs such as MIB II, and the Ethernet MIB need not to be virtualized – to the extent that access is permitted, all operators can have access to the same data. However, in some cases shared access to MIBs is not acceptable, and separate Virtual MIBs  will be required for each Virtual AP. 

Since the 802.1X MIB provides all the information available within RADIUS accounting, SNMP may be used for 802.11 accounting. This has reliability advantages since in SNMP accounting, reliability is determined by the manager (accounting server), whereas in RADIUS, reliability is determined by the RADIUS client (Virtual AP). This allows an SNMP accounting server to minimize accounting record loss by decreasing the polling interval, whereas RADIUS accounting packet loss is determined by the retransmission and failover behavior of the RADIUS client, which was not standardized within [RFC2865] and [RFC2866]. So as to ensure that accounting data is not shared between providers, each Virtual AP requires its own virtual IEEE 802.1X MIB. 

Virtual MIBs can be enabled by four approaches:  

· Separate IP addresses

· SNMP proxy

· Domain as Index

· SNMPv3 context

In the separate IP address approach, each Virtual AP has its own IP address, allowing a separate SNMP configuration for each Virtual AP. This is the simplest approach, since it is compatible with both SNMPv2 and SNMPv3, without requiring changes to MIBs, or implementation of an SNMP proxy. 

In the SNMP proxy approach, access to MIBs is provided via an SNMP proxy which provides only authorized information to each provider. This approach can be implemented either with SNMPv2 or SNMPv3, although SNMPv3 provides superior proxy support. 

The domain as index approach is discussed in [RFC2975]. This requires support within each MIB that will be accessed by the providers. The provider domain is used as an index into the MIB tables, allowing this approach to be used with any version of SNMP. However, this approach requires support within the MIB and this support is not included in either the 802.11 or 802.1X MIB, so that this approach is not practical. 

The SNMPv3 context approach is also discussed in [RFC2975]. This approach enables maintenance of separate virtual tables for each “context”, with the SNMPv3 contextName used to distinguish virtual instances. This approach requires support for SNMPv3 as well well as context support within the SNMPv3 agent. However, it can be supported with any MIB, and therefore is compatible with the existing 802.11 and 802.1X MIBs. However, because this approach requires support for SNMPv3 “context” it is potentially the most expensive approach in terms of implementation complexity. Since there are no known implementations of this approach, implementators would be plowing new ground.  
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