September 2002

doc.: IEEE 802.11-02/604r0

  IEEE P802.11
Wireless LANs

Normative Text for Tge Consensus Proposal
Date:
September 12, 2002

Authors:
Srinivas Kandala (E-Mail: srini@sharplabs.com), Sharp

Airgo Networks: Partho Mishra, Frank Howley and Rolf Devegt

AT & T: Matthew Sherman

Cisco Systems: Bob Meier

Intersil Corporation: Menzo Wentik

JVC: Katsumi Takaoka, Katsumi Ishii

Matsushita Electric Industrial: Yasuo Harada, Isaac Lim Wei Lih, Pek-Yew Tan

Motorola: Chris Ware, Lizy Paul

Philips: Sai Shankar, Javier del Prado, Amjad Soomro, Kiran Challapalli

Pioneer: Shinya Fukuoka

Sharp Corporation: Yoshihiro Ohtani, John M. Kowalski, Shugong Xu

Sony: Morihiko Hayashi

Spectralink: Keith Amman, Luke Ludeman

TI: Mathew Shoemake, Sid Schrumm


Abstract

This submission contains normative text and editing instructions for the 802.11 TGe draft.  The intent is to simplify, and clarify the existing draft so that it can quickly achieve a 75% approval rating, putting it on the “Fast Track” to standardization.  Deletions of functionality are described as editing instructions.  Clarifications (particularly to the TSPEC) are described with replacement or additions of normative text.

Editing instructions are shown (like this).
Delete all references to the following mechanisms:


AP Mobility


FEC


CC/RR


WARP

Change the following definition:

3.51 access category (AC): A variant of the DCF that contends for TXOPs using a set of EDCF channel access parameters from the QoS Parameter Set element in the beacon and Probe Response. Each QSTA has 4 ACs.
Add the following definition in clause 4:

DLP

direct link protocol

5.4.4 Traffic differentiation and QoS support

Change  the contents of subclause 5.4.4 as shown below:

IEEE 802.11 uses a shared medium and provides differentiated control of access to the medium to handle data transfers with QoS requirements.  The QoS features (per MSDU traffic class and TSPEC negotiation) allow an IEEE 802.11 LAN to become part of a larger network providing end-to-end QoS delivery, or to function as an independent network providing transport within its own boundary with specified QoS commitments.

Data for non-QoS STAs is never sent using QoS Data frames.
Add the following text to clause 5:

5.9  Direct Link Protocol

5.9.1 Overview

To send frames from one WSTA to another directly in an infrastructure QBSS requires the setup of a Direct Link. The Direct Link Protocol (DLP) allows stations to do so, in an easy manner. The need for this protocol is motivated by the fact that the intended recipient may be in Power Save Mode, in which case it can only be woken up via the AP. The second feature of DLP is to exchange rate set and other information between the sender and the receiver. Finally, DLP messages can be used to attach security information elements. The security elements and the associated security handshake are not part of this section.

This protocol assumes that stations do not go into powersave for the active duration of the Direct Stream.

DLP does not apply in an IBSS, where frames are always sent directly from one STA to another.

The DLP handshake is illustrated in Figure 10.1.


Figure 1. The four steps that are involved in the Direct Link handshake.

First, the sending station QSTA-1 sends a DLP-request frame to the AP (1a). This request contains the rate set, and (extended) capabilities of QSTA-1, as well as the MAC addresses of QSTA-1 and QSTA-2.

If QSTA-2 is associated in the BSS, direct streams are allowed in the policy of the BSS and QSTA-2 is indeed a QSTA (i.e. not a regular STA), the AP shall forward the DLP-request to the recipient, QSTA-2 (1b).

If QSTA-2 accepts the direct stream, it shall send a DLP-response frame to the AP (2a), which contains the rate set, (extended) capabilities of QSTA-2 and the MAC addresses of QSTA-1 and QSTA-2. The AP shall forward the DLP-response to QSTA-1 (2b), after which the direct link becomes active. From this time on, QSTA-1 may send frames directly to QSTA-2. 

QSTA-2 shall not go into power save for a duration of aDLPIdleTimeout, after it sent the DLP-action response frame (2a).

When the direct link is active, QSTA-1 may use DLP-probes (3) to gauge the quality of the link between QSTA-1 and QSTA-2.

The direct link becomes inactive when no frames have been exchanged as part of the direct link for a duration of aDLPIdleTimout. After the timeout, frames with destination QSTA-2 shall be sent via the AP.

By omitting the first step (1a), this protocol can also be invoked by the AP to set up a Direct Link between two associated QSTAs.

6.1.1.1 Determination of user priority

Add the following paragraph at the end of subclause 6.1.1.1

The received unicast frames at the AP may be:

a) Non-QoS subtypes, in which case the AP shall assign an 802.1D priority of 0 (best effort) to them.

b) QoS subtypes, in which case the AP shall extract the 802.1D priority from the QoS control field.

In the event that the received frame has a destination address within the BSS, the AP shall determine the transmit queue according to the priority mappings in Table 0.1.

In the event that the received frame had a destination address reachable through the bridge, the AP shall signal to the bridging layer the recovered 802.1D priority.

Insert the following subclause at the end of subclause 6.1.1.2

6.1.1.3 Access Categories

A STA accesses the channel based on the access category of the frame that is to be transmitted. The access category is derived from the user priorities as shown in Table 0.1.

Table 0.1 – User Priority to Access Category mappings

	User Priority (802.1D Priority)
	802.1D Designation
	Access Category
	Designation (Informative)

	1
	BK
	0
	Best Effort

	2
	-
	0
	Best Effort

	0
	BE
	0
	Best Effort

	3
	EE
	1
	Video Probe

	4
	CL
	2
	Video

	5
	VI
	2
	Video

	6
	VO
	3
	Voice

	7
	NC
	3
	Voice


7.1.3.2 Duration/ID field

Change the contents of 7.1.3.2 as follows:

The Duration/ID field is 16 bits in length. The contents of this field are vary with frame type and subtype, whether the frame is transmitted during the CFP, and QoS capabilities of the sending station, as follows:

 a)
In control type frames of subtype Power Save (PS)-Poll the Duration/ID field carries the association identity (AID) of the station that transmitted the frame in the 1411 least-significant bits (lsb), with the 2 most-significant bits (msb) both set to 1, and the 3 intermediate bits set to 0. The value of the AID is in the range 1-2007.

b)
In all other frames, the Duration/ID field contains a duration value as defined for each frame type in 7.2. For frames transmitted during the contention-free period (CFP), the duration field is set to 32768. In frames transmitted by the PC and non-QoS STAs during the contention free period (CFP), the Duration field is set to a fixed value of 32768 (msb set to 1 and the 15 lsb set to 0) for transmission and ignored on reception. 
c)
In all other frames transmitted in a contention period (CP) following a contention access of the channel, the Duration/ID field is set to one of the three following values:
1) 
If Ack poliy of normal acknowledegment is used, the time required for the transmission of one ACK frame (including appropriate IFS values).
2) 
If Ack policy of normal acknowledgement is used, the time required for the transmission of one ACK followed by another MPDU and its ACK (including appropriate IFS values).
3) 
The duration of the entire burst as determined by the STA.
d)
In the frames sent in a response to a poll from the HC, the Duration/ID field is set to the duration of the entire burst.

Whenever the contents of a received Duration/ID field, treated as an unsigned integer and without regard for address values, type and subtype are less than 32768, the duration value is used to update the network allocation vector (NAV) according to the procedures defined in Clause 9.2.5.4 or 9.10.2.1, as appropriate.

Whenever the contents of a received Duration/ID field, treated as an unsigned integer, are greater than 32768, the contents are interpreted as appropriate for the frame type and subtype, or ignored if the receiving MAC entity does not have a defined interpretation for that type and subtype.

The encoding of the Duration/ID field is given in Table 3.

Assign category code 2 to DLP in table 15.1, clause 7.2.3.12 as follows:

Request an extended capability bit from the 802.11 ANA to indicate support for automatic power-save delivery mode, and add that capability bit to clause 7.3.2.17.

Change the contents of Table 7 in 7.2.3.4 as shown below:

Table 7 – Association Request frame body

	Usage
	Order
	Information

	Always present
	1
	Capability information

	
	2
	Listen interval

	
	3
	SSID

	
	4
	Supported rates

	QBSS
	5
	Extended Capabilities  (only if Capability[15]=1)

	
	6
	Automatic Power-Save Delivery


Change the contents of Table 9 in 7.2.3.6 as shown:

Table 9 – Reassociation Request frame body

	Usage
	Order
	Information

	Always present
	1
	Capability information

	
	2
	Listen interval

	
	3
	Current (Q)AP address

	
	4
	SSID

	
	5
	Supported rates

	QBSS
	6
	Extended Capabilities  (only if Capability[15]=1)

	
	7
	Automatic Power-Save Delivery


Add an entry to clause 7.3.2, table 20, for the Automatic Power-Save Delivery Information Element, after requesting an information element assignment from the 802.11 assigned numbers authority.

7.3.2.14 QoS Parameter Set element

Change the contents of 7.3.2.14 as follows:

The QoS Parameter Set element provides information needed by QSTAs for proper operation of the QoS facility during the contention period. This information includes the EDCF TXOP limit, the QoS parameter set count, the contention window values, and AIFS values for EDCF channel access.  The format of the QoS Parameter Set element is defined in Figure 42.6.

The QoS Parameter Set element is used by the QAP to establish policy (by changing default MIB values), to change policies when accepting new stations or new traffic, or to adapt to changes in offered load. The most recent QoS parameter set element received by a QSTA is used to update the appropriate MIB values. 

	Octets: 1
	1
	1
	1
	
	1* 4
	2 * 4

	Element ID
(12)
	Length
(20)
	reserved


	QoS Parameter set Count

	

	CWmin[AC] 
CWmin[0] … CWmin[3] 
	CWmax[AC] 
CWmax[0] … CWmax[3] 


	1 * 4
	2 * 4
	2 * 3
	2 * 3

	AIFS[AC] 
AIFS[0] … AIFS[3]



	TXOPLimit[AC] 
TXOP[0] .. TXOP[3]
	TXOP Budget[AC]

TXOP Budget[1] … TXOP Budget[3]
	Load[AC]

Load[0] … Load[3]


Figure 42.6 – QoS Parameter Set element format

The QoS Parameter set Count is initialized to zero and incremented by one each time the parameter set changes. This field can be used by QSTAs to determine whether the QoS parameter set has changed and requires updating the appropriate MIB values.


The CWmin[AC] values field specifies 4 contention window values, for access categories 0 through 3, respectively.  Each contention window value is 1 octet in length and contains an unsigned integer.  A QSTA shall update the dot11CWmin[AC] MIB values according to the CWmin[AC] values in the most recent QoS parameter set element received by the QSTA from the QAP of a QBSS. A QSTA shall use the updated dot11CWmin[AC] MIB values for all transmissions within a beacon interval of the reception of the updated QoS parameter set element.  

The CWmax[AC] values field specifies 4 maximum contention window values, for access categories 0 through 3, respectively.  Each contention window value is 1 octet in length and contains an unsigned integer.  A QSTA shall update the dot11CWmax[AC] MIB values according to the CWmax[AC] values in the most recent QoS parameter set element received by the QSTA from the QAP of a QBSS. A QSTA shall use the updated dot11CWmax[AC] MIB values for all transmissions within a beacon interval of the reception of the updated QoS parameter set element.  

The AIFS[AC] values field specifies 4 AIFS values, for access categories 0 through 3, respectively.  Each AIFS value is 1 octet in length and contains an unsigned integer. A QSTA shall update the dot11AIFS[AC] MIB values according to the AIFS[AC] values in the most recent QoS parameter set element received by the QSTA from the QAP of a QBSS. A QSTA shall use the updated dot11AIFS[AC] MIB values for all transmissions within a beacon interval of the reception of the updated QoS parameter set element.  

The TXOPLimit[AC] specifies the time limit on TXOPs that are not granted by QoS (+)CF-Polls, for access categories 0 through 3, respectively. Each TXOPLimit value is 2 octets in length and contains an unsigned integer.  All non-polled WSTA TXOPs during the CP last no longer than the number of 32-microsecond periods specified by the TXOPLimit[AC] value.  A TXOPLimit[AC] value of 0 indicates that each TXOP during the CP can be used to transmit a single MPDU at any rate for the frame belonging to that AC. A QSTA shall update the dot11TXOPLimit[AC] MIB values according to the TXOPLimit[AC] values in the most recent QoS parameter set element received by the QSTA from the QAP of a QBSS. A QSTA shall use the updated dot11TXOPLimit[AC] MIB values for all transmissions within a beacon interval of the reception of the updated QoS parameter set element.  
The TXOPBudget[AC] specifies the additional amount of time available during the next beacon interval, for access categories 1 through 3, respectively.  Each TXOPBudget value is 2 octets in length and contains a 2’s complement signed integer. The available TXOPBudget is the number of 32 microsecond periods specified by the TXOPBudget[AC]. The maximum positive value (32767) is defined as infinity. 
The Load[AC] specifies the amount of time used during the previous beacon interval, for access categories 0 through 3, respectively.  Each TXOPBudget value is 2 octets in length and contains an unsigned integer. The Load is the numberof 32 microsecond periods specified by the Load[AC].
The default values for the parameters in QOS Parameter set are defined in Table 20.X.

Table 20.X Default Qos Parameter Set
	AC
	CWmin
	CWmax
	AIFS
	TXOP Limit (802.11b)
	TXOP Limit (802.11a/g)
	TXOP Budget

	0
	aCWmin
	aCWmax
	2
	0
	0
	N/A

	1
	aCWmin
	aCWmax
	1
	3.0ms
	1.5ms
	32767 (∞)

	2
	(aCWmin+1)/2 - 1
	aCWmin
	1
	6.0ms
	3.0ms
	32767 (∞)

	3
	(aCWmin+1)/4 - 1
	(aCWmin+1)​/2 - 1
	1
	3.0ms
	1.5ms
	32767 (∞)


Add a clause 7.3.1.11

7.3.1.11 Random Data Field

The Random Data Field is a field with an arbitrary bit pattern and with an arbitrary length, but upper bounded such that the containing MPDU size does not exceed aFragmentationThreshold.

The Random Data Field shall be discarded by the receiving MAC entity.

Delete subclause 7.3.2.15

Insert the following subclause 7.3.2.15

7.3.2.15
Traffic Specification (TSPEC) element

The Traffic Specification (TSPEC) element is a fixed length element that contains the set of parameters that define the characteristics and QoS expectations of a unidirectional traffic stream, in the context of a particular WSTA, for use by the HC and WSTA(s) in support of parameterized QoS traffic transfer using the procedures defined in 11.5.  The element information field comprises the items as defined below and the structure is defined in Figure 42.7. 

	Element ID
(13)
	Length
(44)
	TS Info
(2 octets)
	Nominal
MSDU Size
(2 octets 
	Maximum MSDU Size
(2 octets)
	Minimum Service Interval
(4 octets)
	Maximum Service Interval

(4 octets)
	Inactivity
Interval
(4 octets)
	Minimum
Data Rate
(4 octets)
	Mean
Data Rate
(4 octets)


	Maximum
Burst Size
(4 octets)
	Minimum PHY Rate
(4 octets)
	Peak Data Rate
(4 octets)



	Delay
Bound
(4 octets)
	Surplus Bandwidth Allowance
(2 Octets)




Figure 42.7 – Traffic Specification element format

The Traffic Specification allows a set of parameters more extensive than may be needed, or may be available, for any particular instance of parameterized QoS traffic.  The fields are set to zero for any unspecified parameter values.

The structure of the TS Info field is defined in Figure 42.8. 

	bits: 0
	1
	2-3
	4
	5-7
	8-9
	10-11
	12-15

	Traffic Type
	reserved
	TSInfo  Ack Policy
	 reserved
	User Priority
	Direction
	reserved
	TSID


Figure 42.8 – TS Info field

The Traffic Type subfield is set to 1 for a continuous or periodic traffic pattern (e.g. isochronous traffic stream of MSDUs, with constant or variable sizes, that are originated at fixed rate), or is set to 0 for a non-continuous, aperiodic, or unspecified traffic pattern (e.g. asynchronous traffic stream of low-duty cycles).

The TSInfo Ack Policy sub-field indicates whether MAC acknowledgement is required for MPDUs belonging to this TID, and the desired form of those acknowledgements. The encoding of the TSInfo Ack Policy field is shown in Table 20.1. If the TS Info Ack Policy is set to Burst Acknowledgement, the HC shall assume, for TXOP scheduling, that the Immediate Burst Ack policy is being used (see 9.10.5).

Table 20.1 – TSInfo Ack Policy field encoding

	Bit 2
	Bit 3
	Usage

	0
	0
	Normal IEEE 802.11 acknowledgement.

The addressed recipient returns an ACK or QoS (+)CF-Ack frame after a SIFS period, according to the procedures defined in 9.2.8, 9.3.3 and 9.10.3.

	1
	0
	No acknowledgement

The recipient(s) shall not acknowledge the transmission, and the sender treats the transmission as successful without regard for the actual result.

	0
	1
	

Reserved for future use, interpreted as normal IEEE 802.11 acknowledgement if received.

	1
	1
	Burst Acknowledgement

A separate Burst Ack set up mechanism described in 9.10.5 shall be used.


The User Priority subfield holds the actual priority value to be used for the transport of MSDUs belonging to the TS in this TSPEC in cases where relative prioritization is required.

The Direction field defines the direction of Data carried by the TS in this TSPEC as defined in table 20.1.1. 

Table 20.1.1 – Direction field encoding

	Bit 8
	Bit 9
	Usage

	0
	0
	Uplink  (WSTA to HC)

	1
	0
	Downlink (HC to WSTA)

	0
	1
	Direct link (WSTA to WSTA)

	1
	1
	Reserved


The TSID subfield is 4 bits in length and contains the TSID values in the format defined in 7.1.3.5.1. The combination of TSID and Direction identify the TS, in the context of the WSTA, to which the TSPEC applies.  The WSTA may use the same TSID value for a downlink TSPEC and uplink TSPEC, downlink TSPEC and a direct link TSPEC at the same time.  The WSTA shall not use the same TSID for both uplink and direct link TSPECs.

The Nominal MSDU Size field specifies the nominal size, in octets, of the MSDUs belonging to the TS in this TSPEC.  The format of this field is shown in Figure 42.9. The subfield Nominal Size specifies the nominal size of the MSDUs belonging to the TS in this TSPEC. A value of 0 in Nominal Size subfield indicates unspecified size. A value of 1 in the Fixed subfield indicates that the MSDUs belonging to the TS in this TSPEC are of variable size. A value of 0 in the Fixed subfield bit indicates that the MSDUs belonging to the TS in this TSPEC have fixed size. 

	bits: 0-14
	15

	Nominal Size
	Fixed


Figure 42.9 – Nominal MSDU Size field

The Minimum Service Interval specifies the minimum interval, in units of microseconds, required by the TS in this TSPEC between the beginning two successive QoS(+)CF-Polls transmitted , if the TS is uplink or sidelink, or between the beginning of two successive downlink TXOPs if the TS is downlink.

The Maximum Service Interval specifies the maximum interval, in units of microseconds, required by the TS in this TSPEC between the beginning two successive scheduled QoS(+)CF-Polls, if the TS is uplink or sidelink, or between the beginning of two successive scheduled downlink TXOPs if the TS is downlink.

The Inactivity Interval field specifies the maximum amount of time in units of microseconds that may elapse without arrival or transfer of an MSDU belonging to the TS in this TSPEC before the TS is deleted by the HC. A value of 0 disables the Inactivity Interval, indicating that the TS is never to be deleted based on inactivity.

The Inter-arrival Interval field specifies the nominal interval, in units of microseconds , between arrival of successive bursts of MSDUs belonging to the TS in this TSPEC at the MAC SAP.  A burst of MSDUs may contain only a single MSDU, or multiple MSDUs that arrive within an interval smaller than the transmission times of a MSDU at the Mean Data Rate.  Actual inter-arrival interval may differ from the value of this field and may not be a constant.   This field provides a reference value for choosing the interval in servicing successive bursts of MSDUs belonging to the TS in this TSPEC. A value of 0 indicates unspecified inter-arrival interval.

The Minimum Data Rate field specifies the lowest data rate, in units of bits/second, for transfer of the MSDUs belonging to this TS within the bounds in this TSPEC.  The minimum data rate does not include the overheads (such as FCSs, MAC headers, PLCP headers, PLCP preambles, acknowledgments and retransmissions) incurred in transferring these MSDUs.  This field is to be used to compute the bandwidth that the TS requires for transmission to meet minimum QoS requirements. A value of 0 indicates unspecified minimum data rate.

The Mean Data Rate field specifies the average data rate, in units of bits/second, for transfer of the MSDUs belonging to this TS within the bounds in this TSPEC.  The Mean Data Rate corresponds to the rate of the second token bucket in a twin token bucket based traffic policer.The mean data rate does not include the overheads (such as FCSs, MAC headers, PLCP headers, PLCP preambles, acknowledgments and retransmissions) incurred in transferring these MSDUs. A value of 0 indicates unspecified mean data rate.

The Peak Data Rate field specifies the maximum allowable data rate in units of bits/second, for transfer of the MSDUs belonging to the TS in this TSPEC. The Peak Data Rate corresponds to the rate of the first token bucket in a twin token bucket based traffic policer. If “p” is the peak rate in bit/s, then the maximum amount of data, belonging to this TS, arriving in any time interval [t1,t2], where t1<t2 and t2-t1>1 TU, must not exceed p*(t2-t1) bits. A value of 0 indicates unspecified peak data rate.
The Maximum Burst Size field specifies the maximum data burst, in units of octets, that arrives at the MAC SAP at the peak data rate belonging to the TS in this TSPEC. This corresponds to the second token bucket size in a twin token bucket based traffic policer. A value of 0 indicates that there are no bursts.
Note : The token bucket model provides standard terminology for describing the behaviour of a traffic source. The TSPEC parameters defined above have an analogy to the parameters of the twin token bucket implementation. The analogy is used for clarification, but it is left to the implementor to use any traffic policer. The token bucket model is described in IETF RFC 2215.

The Minimum PHY Rate field specifies the minimum PHY rate, in units of bits/second that is required for transfer of the MSDUs belonging to the TS in this TSPEC.  A value of 0 indicates unspecified minimum PHY rate.

The Delay Bound field specifies the maximum amount of delay in microseconds allowed to transport an MSDU belonging to the TS in this TSPEC, measured between the time marking the arrival of the MSDU at the MAC SAP of the source QSTA and the time marking the arrival of the MSDU at the MAC SAP of the destination QSTA.  A value of 0 indicates unspecified delay bound.  
The Surplus Bandwidth Allowance Factor field describes the excess allocation of time (and bandwidth) over and above the stated rates required to transport an MSDU belonging to the TS in this TSPEC.  This field is a 2 octet field, which is represented as an unsigned binary number with an implicit binary point after the leftmost 3 bits.  This field is included to account for retransmissions, and MAC and PHY overheads. It represents the ratio of over-the-air bandwidth to bandwidth of the transported MSDUs required for successful transmission to meet throughput and delay bounds under this TSPEC, when specified. As such, it must be greater than unity. If it is zero, it is unspecified.

The TS Priority, Minimum Data Rate, Mean Data Rate, Peak Data Rate, Maximum Burst Size, Minimum PHY Rate, Delay Bound, and Jitter Bound fields in a TSPEC express the QoS expectations requested by a WSTA, when these fields are specified with non-zero values.  Unspecified parameters in these fields as indicated by a zero value indicate that the WSTA does not have requirements for these parameters.

Move clause 7.3.2.18 to an informative annex, numbering and labeling as needed.

Insert a new clause as follows:

7.3.2.18
Traffic Classification (TClas) Element

The Traffic Classification (TClas) element represents an abstract container that contains a set of parameters necessary to identify incoming MSDUs with a particular traffic stream to which they belong.  The structure of this element is undefined as the classification mechanism is beyond the scope of this document.  Informative Annex X is provided as a recommended definition of the container for interoperability purposes.

	Element ID
(14)
	Length
(L)
	Frame
Classifier
(L octets)


Figure 42.16 –TClas element format

The Frame Classifier field is 0-2266 octets in length with the formats defined as in Annex X.

Add the following text to clause 7.3.2 at a location to be selected by the editor, renumber as needed, and insert the previously requested information element assigned number beneath the “Element ID” in the figure:

7.3.2.19 Automatic Power-Save Delivery Element

The automatic power-save delivery element contains information that a WSTA can use to indicate to the QAP whether the WSTA is currently in APSD mode, and how long traffic should be buffered for before being delivered to the WSTA.  The APSD element may be included in (re)association requests in order to activate the facility at association time.  The APSD element may also be sent to the QAP using the action frame, to enable or disable automatic power-save delivery.  The element information field is defined in Figure XX.Y.

	Element ID (TBD)
	Length
(2)
	Wakeup
Period
(1 octet)
	Beacon
Offset
(1 octet)


Figure XX.Y – Automatic Power-Save Delivery element format

The wakeup period is the number of beacon intervals during which the WSTA is requesting the QAP to buffer MSDU and management frames before releasing the frames for delivery using a prioritized, or parameterized, delivery mechanism.

The station wakes at a time when (TSF / Beacon Interval) modulo Wakeup period = Beacon offset.

Add the following subclause:

7.3.2.20 Schedule Element

The schedule element is transmitted by the HC/QAP to a WSTA to announce the schedule that the HC/QAP will follow for admitted streams originating from or destined to that WSTA in future. The element information field is shown in Figure 42.17.

	Octets: 1
	1
	4
	4
	2
	2
	2

	Element ID
(TBD)
	Length
(14)
	Min
Service Interval
	Max
Service Interval
	Minimum TXOP Duration
	Maximum TXOP Duration
	Specification Interval


Figure 42.17 Schedule Element

The Min Service Interval specifies the minimum of: 1)the minimum time in units of microseconds between the start of successful successive  QoS(+)CF-Poll that will be sent to a WSTA for upstream or sidestream sessions, and; 2) the minimum time between successive successful TXOP downstream transmissions to a WSTA. 
The Max Service Interval specifies the maximum of: 1) the maximum time in units of microseconds between the start of scheduled successive  QoS(+)CF-Poll that will be sent to a WSTA for upstream or sidestream sessions, and; 2) the maximum time between successive scheduled TXOP downstream transmissions to a WSTA.

Minimum TXOP Duration specifies the minimum TXOP duration in units of microseconds that is allocated to this WSTA. 
Maximum TXOP Duration specifies the maximum TXOP duration in units of microseconds that is allocated to this WSTA.  
The Specification Interval is a time interval in units of microseconds to verify schedule conformance. A schedule is considered conformant if it provides the specified schedule within any Specification Interval. 

Add DLP-request, DLP-respone, DLP-Probe APSD and Schedule  action codes to tabe 20.6 in section 7.4.

Renumber 7.5 as 7.4.4.

Delete subclauses 7.5.1, 7.5.2 and 7.5.3 (now renumbered as 7.4.4.1, 7.4.4.2 and 7.4.4.3) and renumber the following subclauses starting with 7.4.4.1)

Add the following clauses:

7.4.4.1 DLP-request

The Action body of the DLP-request QoS Action frame body is defined in Figure 42.18.5. 

	Usage
	Order
	Information
	Note

	Always present
	1
	Destination MAC Address
	

	
	2
	Source MAC Address
	

	
	3
	Capability Information
	

	
	4
	Supported rates
	

	QBSS

	5
	Extended Capabilities
	The Extended Capabilities information element is only present in DLP Request frames generated by QSTAs with Capability Information bit 15=1.


Figure 42.18.5 – DLP-request action body

The Destination MAC address shall be the target destination address.

The Source MAC address shall be the MAC address of the originator.

The Capability information shall be the capability information of the originator of the request.

The supported rates information element shall contain the supported rates information of the originator.

The Extended Capabilities shall be the extended capabilities information element corresponding to those extended capabilities supported by the originator of the request.

7.4.4.2
DLP-response

The action-specific status codes of a DLP-response QoS action frame are defined in Table 20.8.1. The action body of a DLP-response frame is defined in Figure 42.18.5.

Table 20.8.1 DLP-response QoS action frame status field

	Status Code
	Result Code
	Definition

	0
	Action completed successfully
	The WSTA is willing to participate.

	1
	Unrecognized Action Code
	This should not occur.

	2
	Not Allowed
	Direct Link is not enabled in the BSS policy

	3
	Not Present
	The Destination WSTA is not present within this QBSS.

	4
	Not a QSTA
	The Destination WSTA is not a QSTA.

	5
	Refused
	The WSTA is not willing to participate.

	6-255
	Reserved
	


	Usage
	Order
	Information
	Note

	Always present
	1
	Destination MAC Address
	

	
	2
	Source MAC Address
	

	DLP

(Present if required)
	3
	Capability Information
	

	
	4
	Supported rates
	

	QBSS

(Present if required)

	5
	Extended Capabilities
	The Extended Capabilities information element is only present in DLP Request frames generated by QSTAs with Capability Information bit 15=1.


Figure 42.18.5 DLP-response action body

The Destination MAC address in the DLP-response action body when the frame is sent by the sender shall be the target destination address.

The Source MAC address shall be the MAC address of the originator.

The Capability information shall be the capability information of the target destination.  This information shall only be included if the action response status code corresponds to Successful (status code 0).

The supported rates information element shall contain the supported rates information of the target destination.  This information shall only be included if the action response status code corresponds to Successful (status code 0).

The Extended Capabilities shall be the extended capabilities information element corresponding to those extended capabilities supported by the originator of the response.  This information shall only be included in the response if the action response status code corresponds to Successful (status code 0).

7.4.4.2
DLP-probe

The action body of the DLP-probe is defined in Figure 42.18.6.

	Usage
	Order
	Information
	Note

	Always present
	1
	Destination MAC Address
	

	
	2
	Source MAC Address
	

	DLP
	3
	Random Data
	


Figure 42.18.6 DLP-probe action body

7.4.5 Automatic Power-Save Delivery Action Frame

The automatic power-save delivery action frame contains an automatic power-save delivery information element.

7.4.6 Schedule QoS Action Frame format

The Schedule QoS Action Body may be transmitted by the HC to a WSTA. The Schedule QoS Action frame contains the scheduling information. This information may be used by the WSTA for power management, internal scheduling or for any other purpose. The action body of the Schedule QoS Action Frame is defined in Figure XX.X. 

	Octets: 16

	Schedule Element


Figure XX.X Schedule frame action body

The dialog token in the the request frame is copied into the response frame. There are two action-specific status values in the response frame: “action completed successfully” and “unrecognized action”.

9.1.3.1 HCF contention-based channel access (EDCF)

Change the penultimate paragraph in the subclause 9.1.3.1 as shown:

Management type frames and BurstAckReq and BurstAck Control frames shall be sent by the access category 3. PS-Poll Control frames shall be sent by the access category 0.
Restore the title of subclause 9.2 to the title in the base standard

9.2 DCF

Remove all the changes in the subclause and restore the text in the base standard.

Add the following subclause and renumber the subclauses from 9.10.

9.10 (E) DCF

9.10.1 Reference Implementation

The channel access protocol is derived from the DCF procedures described in clause 9.2. 
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Figure 62.1 - Reference Implementation Model

A model of the reference implementation is shown in Figure 62.1 and illustrates a mapping from frame type or user priority to access category, the four transmit queues and four independent channel access functions, one for each queue.

9.10.2 Transmit Opportunities & TXOP Limits 

All STAs and APs shall maintain a medium occupancy timer for each channel access function
, which is used to qualify the validity of certain TXOPs.

Each medium occupancy timer shall be initialized to zero. When not zero, it shall count down to zero, and otherwise shall remain at zero.

There are two types of TXOP defined, and rules are defined for each as to how the medium occupancy timer is set and interpreted.

An EDCF TXOP occurs when the EDCF channel access rules permit access to the medium. When a channel access function gains access to the medium by using an EDCF TXOP, it shall set the medium occupancy timer to the value contained in the WME TXOP limit parameter corresponding to the access category of the transmitted frame.

A continuation TXOP occurs when a channel access function retains the right to access the medium following the completion of a frame exchange sequence, such as on receipt of an Ack frame. Such TXOPs have no effect on the medium occupancy timer.

9.10.3 Obtaining an EDCF TXOP

Each channel access timer shall maintain a backoff timer, which has a value measured in backoff slots.

The duration AIFSD[AC] is a duration derived from the value AIFS[AC] by the relation
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An EDCF TXOP is granted to a channel access function when:

a) the medium is indicated by CCA and virtual carrier sense to be idle, and has been idle for a time greater than or equal to AIFSD[AC]+aSlotTime, where AC is the access category of the channel access function, or a time greater than or equal to EIFS-DIFS+AIFSD[AC] in the event that the previously received frame was in error, and

b) the backoff timer for that channel access function is zero, and

c) these conditions are not simultaneously met by a channel access function of higher priority

These conditions may be met immediately at the time a frame is requested to be transmitted in the case that the medium is already idle, or it may be necessary to wait for the expiry of the relevant backoff timer.

The backoff timer is decremented at the end of each backoff slot provided that the medium has been idle for the duration of the slot. Each backoff slot begins immediately following a previous backoff slot or following a period AIFSD[AC] from the end of the last indicated busy medium, or a period of EIFS-DIFS+AIFSD[AC] in the event that the previously received frame was in error.


[image: image3.emf]Medium Busy

D1

M1

Rx/Tx

D2

CCADel

M2

Rx/Tx

D2

CCADel

M2

Rx/Tx

D2

CCADel

M2

Rx/Tx

aSIFSTime aSlotTime aSlotTime aSlotTime

DIFS

AIFSD for AIFS=1

aSlotTime aSlotTime aSlotTime

Start monitoring CCA

when AIFS=1

Decrement backoff and

start transmission if zero

when AIFS=1

Earliest possible

transmission on-air when

AIFS=1


Figure 62.2 EDCF Timing Relationships

An example showing the relationship between AIFSD, AIFS, DIFS and slot times immediately following a medium busy condition (and assuming that medium busy condition was not caused by a frame in error) is shown in Figure . In this case, with AIFS=1, the channel access function starts observing CCA for backoff purposes at a time
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following the end of the medium busy condition. If the medium remains idle for the duration of aSlotTime, and the backoff counter is non-zero, the backoff counter will be decremented for the first time at a time


[image: image5.wmf]roundTime

aRxTxTurna

aSlotTime

aSIFSTime

-

´

+

3


following the end of the medium busy condition. If, in this example, the backoff counter contained a value of 1 at the time the medium became idle, transmission would start as a result of an EDCF TXOP on-air at a time
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following the end of the medium busy condition.

9.10.4 Obtaining a Continuation TXOP

A continuation TXOP is granted to a channel access function at a SIFS period following the successful completion of a transmit frame exchange.

A frame exchange may be either a multicast frame transmitted by an AP or a frame transmitted with “no acknowledgement” policy, for which there is no expected acknowledgement, or a unicast frame followed by a correctly received acknowledgement frame transmitted by either a STA or an AP.

Note that, as for an EDCF TXOP, a continuation TXOP is granted to a channel access function, not to a STA or AP, such that a continuation TXOP only permits transmission of a frame of the same access category as that which was granted the EDCF TXOP.

9.10.5 Backoff Procedure

Each channel access function shall maintain a state variable CW[AC], which shall be initialized to the value of the parameter CWmin[AC].

If a frame is successfully transmitted for a specific AC, indicated by either the successful reception of a CTS in response to an RTS, the successful reception of an Ack in response to a unicast MPDU or MMPDU, or by transmitting a multicast frame or a frame with “no acknowledgement” policy, CW[AC] shall be reset to CWmin[AC].

The backoff procedure shall be invoked for a channel access function when either

1. A frame from that AC is requested to be transmitted and the medium is busy as indicated by either physical or virtual carrier sense.

2. A frame is transmitted for that AC and a continuation TXOP cannot be used to send the following frame.

3. The transmission of a frame of that AC fails, indicated by a failure to receive a CTS in response to an RTS, or a failure to receive an Ack that was expected in response to a unicast MPDU or MMPDU.

4. The transmission collides internally with another channel access function of higher AC, that is, two channel access functions in the same STA or AP are granted a TXOP at the same time.

If the backoff procedure is invoked because of a failure event (either reason 3 or 4 above) the value of CW[AC] will be updated before invoking the backoff procedure:

a) if the short or long retry count for the STA has reached aShortRetryLimit or aLongRetryLimit respectively, CW[AC] will be reset to CWmin[AC].

b) Otherwise, if CW[AC] is less than CWmax[AC], CW[AC] shall be set to the value (CW[AC]+1)*2-1

Following the update of the value of CW[AC], the backoff timer is set to a value chosen randomly with a uniform distribution taking values in the range (0,CW[AC]). For the case where AIFS[AC]=0, the range of allowed values changes to (1,CW[AC]+1) to avoid potential collisions with the HC.

9.10.5 Retransmit Procedures

If a station or AP, in an infrastructure BSS or an IBSS, transmits frames to a destination using QoS data types, it may follow a failed transmission of a frame with an attempt to transmit a frame from a different access category.

If a station or AP, in an infrastructure BSS or an IBSS, does not use QoS data types when sending frames to a particular destination address, it must retry each frame, once an initial attempt to transmit is made, until that frame is either successful or is discarded.
9.10.6 Distributed Admission Control Procedures

The amount of on-air time for transmissions of a specific access category (AC) is capped with a hysteresis based distributed admission control mechanism. When the transmission budget for an AC is depleted, new nodes will not be able to gain transmission time, while existing nodes will not be able to increase the transmission time that they are already using. This mechanism protects existing flows.

9.10.6.1 Procedure at the AP

The AP shall measure the amount of time occupied by transmissions for each AC during the beacon period, including associated SIFS and ACK times if applicable. The AP shall maintain a set of counters TxTime[AC], which shall be set to zero immediately following transmission of a beacon. For each Data frame received by the AP with the RA equal to the AP MAC address, or transmitted by the AP, and which has a nonzero AC, the AP shall add to the TxTime counter corresponding to the AC of that frame, a time equal to:

a) The time on-air of the frame, including the preamble and PHY header, if the acknowledgement policy is set to “no acknowledgement”.

b) The time on-air of the frame, including the preamble and PHY header, plus the duration of the acknowledgement frame and aSIFSTime if the acknowledgement policy is set to “acknowledge”.

The AP shall transmit in each beacon the TxBudget for each AC, contained in the QoS Parameter Set element. The TxBudget is the additional amount of time available for an AC during the next beacon period. The AP shall set the TxBudget to be:


TxBudget[AC] = aACTransmitLimit[AC] – TxTime[AC]

The variable aACTransmitLimit[AC] is a MIB variable at the AP for the maximum amount time that may be spent on transmissions of a specific AC, per beacon interval. This value should be scaled to aDot11BeaconPeriod. If no admission control is applied (for a specific AC), the TxBudget shall be set to 32767, which is defined as infinity.

9.10.6.2 Procedure at the Station

Stations, including the AP, shall maintain four variables for each of AC, as shown in Table 2.

Table 2. Admission Control variables at the station

	State Variable
	Description

	TxCounter
	Counts the transmission time during this beacon interval

	TxLimit
	Limits the counter

	TxRemainder
	Stores a possibly capped limit remainder

	TxMemory
	Memorizes the limit


The variable TxCounter counts the amount of time occupied on-air by transmissions from this station for each specific AC, including associated SIFS and ACK times if applicable. For each data frame transmitted by the station which has a nonzero AC, the station shall add a time equal to:

c) The time on-air of the frame, including the preamble and PHY header, if the acknowledgement policy is set to “no acknowledgement”

d) The time on-air of the frame, including the preamble and PHY header, plus the duration of the acknowledgement frame and aSIFSTime if the acknowledgement policy is set to “acknowledge”

to the TxCounter[] corresponding to the AC of that frame.

The station shall not transmit a data frame if doing so would result in the value in TxCounter[AC] exceeding the value in TxLimit[AC]. If the station is prevented from sending a frame for this reason, it may carry over the partial frame time remainder to the next beacon period, by storing the remainder in TxRemainder[AC]:


TxRemainder[AC] = TxLimit[AC] – TxCounter[AC]

Otherwise, TxRemainder[AC] shall be zero.

At each target beacon transmission time, irrespective of whether a beacon was actually received, the TxMemory, TxLimit and TxCounter state variables are updated according to the following procedure:


TxMemory[AC] = f × TxMemory[AC] + (1-f)(TxCounter[AC] + TxBudget[AC])


TxCounter[AC] = 0


TxLimit[AC] = TxMemory[AC] + TxRemainder[AC]

Where the damping factor f is the MIB parameter dot11LimitDamperFactor[AC], which has a default value of 0.9. Damping does not affect the entrance of a new flow into the system when enough budget is available, because the decreased TxBudget is offset by an increased TxCounter instantaneously, so TxMemory does not change. The damping does affect TxMemory when a new flow starts up in another node. In that case, the decreased TxBudget is not offset by an increased TxCounter and the TxMemory will converge to the lower target value consequently.

The TxBudget that is used in this calculation shall be the budget that was most recently obtained from the AP. The TxCounter value shall be the value of the beacon period before the period that just ended (i.e. if the beacon period that just ended has index k, then TxCounter(k-1) shall be used in the calculation, instead of TxCounter(k)). Taking the earlier value accounts for the delay that occurs between the moment at which the AP determined the TxBudget and the point at which this budget will be used in the above calculations.

The value TxCounter + TxBudget is the target to which TxMemory converges. The TxLimit is equal to TxMemory plus a possible capped remainder.

TxMemory ‘memorizes’ the amount of resource the node has been able to spend in a specific AC. Once the budget is depleted (i.e. TxBudget hovers around 0), TxMemory converges to TxCounter, which is the lower limit. This ensures that the node will be able to continue consuming the same amount of resource in following beacon periods. The damping allows for some amount of fluctuation to occur. But TxMemory will not be able to grow any further in the saturated state. This prevents new flows from entering the specific AC when it is saturated.

Distributed Admission Control should be used for UPs which carry traffic that is rate capped, like video or voice.

Add the following subclause 9.11.6.

9.11.6 Schedule Management by the HC 

When the HC performs the Hybrid Coordination Function, it is responsible to grant or deny polling service based on the admitted TSPEC. If the TSPEC is admitted, the HC is responsible for scheduling channel access to this TSPEC based on the negotiated TSPEC parameters. The polling service based on admitted TSPECs provides a “guaranteed channel access” from the scheduler in order to have its QoS requirements met. This is an achievable goal when the wireless medium operates free of external interference. The nature of wireless communications may preclude absolute guarantees to satisfy QoS requirements. However, in a controlled environment (e.g. no interference), the behavior of the scheduler can be observed and verified to be compliant to meet the service schedule.

The normative behavior of the scheduler is summarized as follows.

The scheduler shall be implemented such that, under controlled operating conditions, all stations with admitted
 TS are offered TXOPs that satisfy the service schedule. 

Specifically, if  a TSPEC is admitted by the HC, then the scheduler shall send polls anywhere between the minimum Inter TXOP interval and the maximum Inter TXOPinterval within the specification interval. Additionally, the Minimum TXOP duration shall be at least the time to transmit one maximum size MSDU successfully at the minimum PHY ratespecified in the TSPEC. The vendors are free to implement any optimized algorithms, such as reducing the polling overheads, increasing the TXOP duration etc, within the parameters of the transmitted schedule.

The HC shall aggregate admitted TSPECs for a single WSTA and establish a Service Schedule for the WSTA.  The Service Schedule is communicated to the WSTA in a Schedule element contained in an AddTS QoS Action response message.  The HC can update the Service Schedule at any time by sending a Schedule element in a Schedule QoS Action request frame.  The WSTA shall send a Schedule QoS Action response frame to acknowlege a Service Schedule received in a Schedule QoS Action request frame.  The updated schedule is in effect when the HC receives the Schedule QoS Action response frame.

A WSTA cannot directly reject a Service Schedule.  A WSTA can affect the Service Schedule by modifying or deleting its existing TSPECs.

Section 9.11.6.1 contains guidelines for deriving an aggregate Service Schedule for a single WSTA from the WSTA’s admitted TSPECs.

If a WSTA is operating in active mode, then the Minimum Service Interval specifies the minimum interval between successful QoS (+)CF-Polls sent by the HC.  If a WSTA is operating in power-save mode, then the Minimum Service Interval specifies the minimum interval between the start of successive scheduled service periods, where a “service period” is defined as follows.  A service period consists of a set of one or more downlink frames and/or one or more polled TXOPs.  A service period starts with the first successful data or QoS (+)CF-Poll transmission by the HC.  A service period ends a) after a downlink frame, which does not include a piggybacked poll, is transmitted, by the HC, with the More flag cleared or b) at the end of a polled TXOP.  A WSTA must wakeup before the start of a service period.

9.11.6.1 Guidelines for Deriving Service Schedule Parameters (Informative)

The HC must establish the service interval for each admitted TSPEC for a WSTA to derive the aggregate Minimum Service Interval contained in the WSTA’s Service Schedule.  The service interval for each TSPEC is equal to a non-zero Minimum Service Interval contained in the TSPEC, if it exists; otherwise, it is the Nominal MSDU Size divided by the Mean Data Rate.  The Minimum Service Interval contained in the Service Schedule is equal to the smallest service interval for any TSPEC.

The HC may use an aggregate “token bucket specification” to police a WSTA’s admitted flows.  The HC must derive the aggregate mean data rate and aggregate maximum burst size to establish the aggregate token bucket specification.  The aggregate mean data rate is equal to the sum of the mean data rates of all of the WSTA’s admitted TSPECs.  The aggregate maximum burst size is equal to the sum of the maximum burst size of all of the WSTA’s admitted TSPECs.  An aggregate token bucket is initialized with the aggregate maximum burst size.  Tokens are added to the token bucket at the aggregate mean data rate. 

The Minimum TXOP Duration contained in a WSTA’s Service Schedule is equal to the “maximum MSDU transmission time” for any of the WSTA’s admitted TSPECs, where the maximum MSDU transmission time is the time required to send the Maximum Size MSDU at the Minimum PHY Rate.

The Maximum TXOP Duration contained in a WSTA’s Service Schedule is bounded by the aggregated Maximum Burst Size.

9.11.6.2 Admission Control

Admission control, in general, depends on vendors’ implementations of schedulers, available channel capacity, link conditions, retransmission limits, and the scheduling requirements of a given TSPEC.  However, for any given channel capacity, link conditions, and retransmission limits, some TSPEC constructions will be categorically rejected because a scheduler cannot create a meaningful schedule for that TSPEC. There must, for example, be a miniumum number of specified fields in the TSPEC in order for the admission control mechanism to create a valid TSPEC.  (Editors Note: Add reference to informative scheduler behavior)

Insert the following subclause:

10.3.13
Management of Direct Links

This clause describes the management procedures associated with Direct Links. The following DLP management primitives are defined:

· MLME-DLP.request

· MLME-DLP.indication

· MLME-DLP.confirm

The extended DLP message flow is illustrated in the following figure:


Figure 2. Direct Link Protocol message flow. (Messages indicated with an asterix are omitted when the AP is the initiator of the Direct Link.)

10.3.13.1
MLME-DLP.request

10.3.13.1.1 Function

This primitive requests that the MAC entity set up a direct link between two QSTAs.

10.3.13.1.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-DLP.request 
(





Sender MAC Address





Receiver MAC Address





)

	Name
	Type
	Valid Range
	Description

	Sender MAC Address
	MACAddress
	Any valid individual MAC address
	Specifies the MAC address of the WSTA that is the sender of the data flow. The initiating WSTA shall use the own MAC address. The AP shall use the address which it received in the MLME-DLP.indication, or the address of the intended sender.

	Receiver MAC Address
	MACAddress
	Any valid individual MAC address
	Specifies the MAC address of the WSTA that is the intended immediate recipient of the data flow.


10.3.13.1.3 When generated

This primitive is generated by the SME at a QSTA that wishes to set up a Direct Link to another WSTA.
10.3.13.1.4 Effect of receipt

This request intiates the DLP handshake.

10.3.13.2

MLME-DLP.indication

10.3.13.2.1 Function

This primitve indicates the reception of a DLP-request frame.

10.3.13.2.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-DLP.request 
(





Sender MAC Address





Receiver MAC Address





)

	Name
	Type
	Valid Range
	Description

	Sender MAC Address
	MACAddress
	Any valid individual MAC address
	Specifies the MAC address of the WSTA that is the sender of the data flow.

	Receiver MAC Address
	MACAddress
	Any valid individual MAC address
	Specifies the MAC address of the WSTA that is the intended immediate recipient of the data flow.


10.3.13.2.3 When generated

This primitive is generated when the MAC received a DLP-request.

10.3.13.2.4 Effect of receipt

This primitive informs the receiver about the pending Direct Link handshake.
10.3.13.3

MLME-DLP.confirm

10.3.13.3.1 Function

This primitive informs the node about the decision that was taken regarding the pending Direct Link request.

10.3.13.3.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-DLP.confirm 
(





Sender MAC Address





Receiver MAC Address





Result Code





)

	Name
	Type
	Valid Range
	Description

	Sender MAC Address
	MACAddress
	Any valid individual MAC address
	Specifies the MAC address of the WSTA that is the sender of the data flow.

	Receiver MAC Address
	MACAddress
	Any valid individual MAC address
	Specifies the MAC address of the WSTA that is the intended immediate recipient of the data flow.

	Result Code
	Enumeration
	SUCCESS, INVALID_,

NOT_ALLOWED, NOT_PRESENT,

NOT_QSTA,

REFUSED 
	Specifies the MAC address of the WSTA that is the intended immediate recipient of the data flow.


10.3.13.3.3 When generated

This primtive is generated by the MLME after a decision was taken regarding the pending Direct Link request.

10.3.13.3.4 Effect of receipt

If the AP receives a positive confirmation, it will send a confirmation to the sender WSTA, QSTA-1. At the sender, the confirmation indicates the point at which the Direct Link becomes active.

Insert the following text as numbered:
11.2.3 Automatic Power-Save Delivery in a QBSS

QAPs capable of supporting automatic power-save delivery mode shall signal this capability through the use of the automatic power-save delivery extended capability bit.

WSTAs operating in a QBSS wishing to utilize the automatic power-save delivery mechanism shall inform the AP of this fact by using an automatic power-save delivery information element, signaled through a (re)association or action management frame.  The QAP shall not arbitrarily transmit MSDUs to WSTAs operating in an automatic power-save delivery (APSD) mode, but shall buffer MSDUs and only transmit them at beacon intervals that correspond to the specified wakeup period.

A WSTA can signal it’s desire to utilize APSD as the power save mode delivery method through the use of a Automatic Power-Save Delivery element contained in a (re)association request or action frame.  A WSTA will use the power-save mode bit in the frame control field of a frame to indicate whether it is in active or power-save mode.  The QAP will use the power-save delivery mechanism currently in effect for a WSTA to deliver frames to the WSTA when it is operating in power save mode. 

A WSTA may utilize the activation delay field of an action request frame to delay the activation of APSD mode.
Automatic power-save delivery can be disabled by the WSTA by setting the wakeup period to zero in an action request frame or (re)association frame.  Additionally, a WSTA may disable automatic power-save delivery by (re)associating with the QAP, and not including a Automatic Power-Save Delivery element.

11.2.3.1 Transmit operation at the QAP

QAPs shall maintain a automatic power-save delivery (APSD) status for each currently associated WSTA that indicates whether the WSTA is presently in APSD mode and the wakeup period for the WSTA.  A QAP shall, based on the APSD mode of the WSTA, temporarily buffer the MSDU or management frames destined to the WSTA.  MSDUs and management frames received for WSTAs not operating in APSD mode shall follow the appropriate frame delivery rules as related to their respective power-saving mode, and as described in other clauses of this standard.

a) MSDUs, or management frames, destined for APSD capable WSTAs shall be temporarily buffered in the QAP when requested by the WSTA.  The algorithm to manage this buffering is beyond the scope of this standard, with the exception that the QAP must preserve the order of arrival of frames on a per priority basis, including during transitions between active and APSD modes.

b) MSDUs, or management frames, destined for APSD capable WSTAs not operating in APSD shall be transmitted according to the rules in this standard that correspond to the power-save state of the WSTA.

c) At every beacon interval, the QAP shall assemble the partial virtual bitmap containing the buffer status per destination for WSTAs in the APSD mode, and shall send this out in the TIM field of the beacon.

d) At every beacon interval the QAP shall determine, based on the wakeup period specified by the WSTA, during (re)association or through a management action frame, whether this beacon corresponds to an APSD beacon for each WSTA.  If this is determined to be a APSD beacon, the QAP shall transmit all frames destined for the WSTA.  The More Data field of each directed MPDU or management frame, except the last frame, shall be set to indicate the presense of multiple frames destined for the WSTA.  If necessary the QAP can generate a extra (Qos)-Null frame with the more data field cleared.

e) A QAP shall have an aging function to delete pending traffic when it is buffered for an excessive time period.  Aging may be based on the listen interval specified by the WSTA in the (re)association request.

f) Whenever a QAP is informed that a APSD capable WSTA changes it’s delivery mode to not be APSD mode, then the QAP shall send buffered MSDUs and management frames (if any exist) to that WSTA according to the rules corresponding to the current power-save state of the WSTA.

11.2.3.2 Receive operation for WSTAs in the APSD mode

WSTAs operating in APSD mode shall operate as follows to receive an MSDU or management frame from the QAP.

a) WSTAs shall wake up early enough to receive the next beacon that corresponds to the wakeup period specified in the (re)association or action request frame the WSTA used to initiate APSD mode with the QAP.

b) When a WSTA detects that the bit corresponding to it’s AID is set in the TIM, the WSTA shall remain awake until it receives a directed MSDU or management frame with the More Data field cleared, or it receives a beacon with it’s TIM bit cleared.

c) A WSTA that misses it scheduled wakeup beacon shall remain awake until it receives a beacon with its TIM bit cleared, or a data frame with the More Data field set off.

d) A WSTA operating in APSD mode may send a PS-Poll frame at any time to retrieve a single frame buffered at the QAP.

e) When a WSTA transitions from active mode to APSD mode it should remain awake until it receives a beacon with its TIM bit cleared.

11.5.3 TS Setup

Add to the second paragraph in the subclause 11.5.3

A TSPEC may also be generated autonomously by the MAC without any initiation by the station management entity. However, if a TSPEC is generated subsequently by the SME, the TSPEC generated autonomously by the MAC shall be overridden. If one or more TSPECs are initiated by the SME, the autonomous TSPEC shall be terminated. 

Annex D

Replace table D.1 with the table shown below.

Table D.3 – Default values for dot11AIFS[], dot11CWmin[], dot11CWmax[], dot11EDCFCFBLimit[]

	AC
	dot11AIFS[AC]
	dot11CWmin[AC]
	dot11CWmax[AC]
	dot11EDCFCFBLimit[AC]

Units: ms (IEEE 802.11b)
	11EDCFCFBLimit[AC]

Units: ms (IEEE 802.11a/g)

	0 
	2
	aCWmin
	aCWmax
	0
	0

	1
	1
	aCWmin
	aCWmax
	3.0
	1.5

	2
	1
	(aCWmin+1)/2 - 1
	aCWmin
	6.0
	3.0

	3
	1
	 (aCWmin+1)/4 - 1
	 (aCWmin+1)/2 - 1
	3.0
	1.5


Add the following MIB parameters   to dot11QoSStationConfigCategory:

dot11LimitDamperFactor 

aDLPIdleTimeout
integer (0-65535)

read-write
default: 500 TU
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� This rate information is intended to ensure that the TSPEC parameter values resulting from an admission control negotiation are sufficient to provide the required throughput for the traffic stream.  In a typical implementation, a TS is admitted only if the defined traffic volume can be accommodated at the specified rate within an amount of WM occupancy time that the admissions control entity is willing to allocate to this TS.


� The specification of an independent medium occupancy timer per channel access function is for ease of specification only; only one timer is actually required since only one of the timers can actually be active at any time
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