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Abstract

This document presents a baseline proposal for QoS related extensions of the 802.11MAC. We start with providing a definition of QoS. Then we provide the types of traffic contracts needed to support the end-to-end QoS required by popular services, such as VoIP, Isochronous traffic, video streams etc.  

Details of association have to be changed with the new QoS enhancement. All the enhancement work as PCF extension.

The proposal brought in the sequel is based on our MAC proposal for 802.16. 
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Class of Service
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Connection Establishment Protocol
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Downlink
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MAC Data Block

MLME

MAC Layer Management Entity
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SDU-F

Service Data Unit Fragment

SDUI

Service Data Unit Image

SME

Station Management Entity
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1. General

This document presents a baseline proposal for QoS related extensions of the 802.11MAC. We start with providing a definition of QoS. Then we provide the types of traffic contracts needed to support the end-to-end QoS required by popular services, such as VoIP, Isochronous traffic, video streams etc. The proposal brought in the sequel is based on our MAC proposal for 802.16. This proposal initially introduced some of the 802.11 philosophy into Wireless Access; here we essentially bring it back to 802.11 to introduce QoS into it. 

We would like further to explore the relation between the QoS extensions in 802.11 MAC and the Wireless Access. The process of introducing QoS extension into 802.11 follows a trend related to conveying “traditional telecom” traffic over IP networks. The work done in 802.11 focuses on the Wireless LAN perspective. We argue that the QoS work done in 802.11 should be done with broader scope and, namely, it should support also the Wireless Access aspects. In particular, initial work is being done currently in 802.16 Wireless HUMAN (High-speed Unlicensed Metropolitan Area Networks) for MANs in the U-NII band, for which a 802.11a standard already exists. The QoS features being supported in the “Local Area Network” domain often are part of end-to-end QoS provisions starting in the Access network. Moreover, we evidence usage of 802.11 compatible equipment in outdoor installations which technically and business-wise fall in the Access domain. Avoiding treating the needs of MAN/Access community will create a situation in which a new, incompatible work will be performed, and we all will be tangled in resolving interoperability and coexistence problems. For these reasons we should not say “it’s not 802.11’s business/mandate/role/PAR” but rather take the initiative to add the relatively minor extensions needed to cover Access needs.

The main contributions of this proposal can be classified as follows:

· QoS related

· Protocol efficiency related

· Wireless Access related

The QoS related features of the proposal are:

· Scheduled transmissions. The CCA-based medium access is unable to provide predictable delay in busy networks. In addition, the overhead due to backoff slots and collisions is avoided.

· Allocation of slots for random access – RTS and Associations. The slots for RTSs and Associations are made of packet size to reduce the collision probability in no-CCA scenarios.

Efficiency related features of the proposal are:

· Payload concatenation. This reduced the overhead of the PHY preambles and Inter-Frame Spaces. An obvious use of this capability is in the downlink (from AP) direction. 

· Concatenation of payloads and controls fields. An example is piggybacked ACKs, RTSs, etc. In the downlink direction we can concatenate scheduling maps (an equivalent of CTS) and data.

· PHY overhead reduction. Most of the transmissions are tightly scheduled. The implication is that the receiver needs less information to be acquired to initiate reception. The gaps between consecutive received packets can be shortened; the preambles in the PHY can be shortened, if we know from whom and when a packet is expected.

· Window based retransmission control.  A group of transmissions can be acknowledged in a single message. 

Access related features

· Compensation of propagation delay. In MAN networks the propagation delay may reach tens of microseconds. This may cause packets of near and distant stations to overlap, or the receiver not to be ready in time to handle the next packet.

· Lack of CCA. In MAN networks the stations usually do not hear each other and cannot use effectively the CCA mechanism. This is trivially true if Frequency Division Duplex is employed, but even in TDD regime the stations usually use directional antennas pointed towards the AP and do not hear each other well. The NAV and the scheduling of transmissions by the AP replace the CCA for avoiding collisions.

The proposal below was adapted for incorporation into 802.11 in terms of frame types etc., however  it needs further refinement to address all the TGe functional requirements. We are bringing it as an initial proposal for consideration by the Task Group.

2. References

[1] ISO8802.11-1999. Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications. By The Editors of IEEE 802.11

[2] 802.11a Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) specifications: High Speed Physical Layer in the 5 GHz Band

[3] 802.16 BWA Air Interface Medium Access Control. Proposal for Standard, IEEE 802.16.1 Session #6 (Leonid Shousterman, Vladimir Yanover) 1999-12-23

[4] 802.16.1 Medium Access Control Task Group MAC. Proposal for IEEE 802.16.1 before session #7. (James F. Mollenauer, Ken Stanwood, Jay Klein, Carl Eklund, Juha Pihlaja, Kari Rintanen, Brian Petry, Naftali Chayat, Leonid Shousterman, Vladimir Yanover, Paolo Baldo, Paul A. Kennard, Andrea Nascimbene, Doug Gray, Demosthenes J. Kostas)

3. Goal

The proposal is intended to extend the IEEE 802.11 [1].

This is believed to be especially suitable for to point-to-multipoint wireless data communication systems to provide consistent and guaranteed quality of Internet data delivery services.

This Proposal is a successor of the proposal [3] submitted to IEEE 802.16.1 and later integrated into the joint proposal [4]

4. Basic Concepts

4.1. Integration into Existing 802.11 MAC

The proposal extends [1] the following way.

802.11 PCF period will optionally contain a new sub-period (Superframe). Within this period the frames of the new subtypes will be used for communication between QoS-Enhanced AP and the QoS-Enhanced STAs. The communication between non-QoS-enhanced STAs will be provided using the existing DCF and PCF methods.

4.2. Connection Concept 

The protocol ensures QoS per Service Connection. The Service Connection is defined as a separated data stream between the AP and STA (see  Figure 1). The Service Connection is bi-directional and is characterized by its Traffic Contract. The Traffic Contract constitutes the connection as supporting certain Class of Service and defines the corresponding parameters. Both STA and AP may initiate connection establishment utilizing the Connection Establishment Protocol (CEP) that is a part of MAC. Both STA and AP are able to either accept or reject the requested connection establishment.

Each STA contains the Convergence Layer of MAC responsible for translating end user traffic streams into the Service Connections.
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Figure 1. Connections

There might be plenty of methods by which the end user traffic streams might be translated into the Service Connections. The detailed discussion of these techniques is out of scope of this paper. A few examples are shown in the Figure 1 and briefly explained below:

· A group of end-user hosts may share the same Service Connection. In this case the Connection establishment will be most probably initiated by an external management system (i.e. NMS). The Service Connection itself will be permanent or long lasting. This method might be applied either to groups of nodes or to single nodes. Connection 1 and Connection 3 represent this method.

· Some connection oriented application and transport layer protocols (RSVP, H.323, FTP or even TCP) might be understood by the Convergence Layer and their connection establishment protocols might be translated into the Service Connection Establishment Protocol (CEP). Connection 2 and Connection 4 in the Figure 1 represent such a method.

· Some hosts may run Service Connection Establishment Protocol aware applications that will request explicitly connection establishment/termination.

Upon a STA registration a special Signaling Connection is established between the peer MAC Protocols. The Signaling Connection transfers the protocol signaling information (e.g. reservation requests, data integrity feedback, connection establishment requests, etc.)

5. QoS Concept

5.1. QoS Definition

5.1.1. Connection Oriented Service

The QoS is defined as a commitment on service provided on per-connection basis. The commitment is based on certain Class of Service (CoS) definition. Such a definition includes definite set of parameters (e.g. maximum bit rate). QoS commitment is instantiated in the form of the Service Contract (see below 5.1.2) that specifies certain values of these parameters. 

Each STA may provide more than one connection with different QoS parameters. Both directions of the same connection run the same CoS but the parameters of the contract may differ. For example, the DL and UL values for committed bit rate may differ.

The following objects may appear as endpoints of connection

· SME

· Endpoints of an end-to-end connection defined in the terms of higher network layers (such as TCP connection or RSVP path or VoIP connection). This allows propagation of a higher layer connection through the wireless domain.

5.1.2. Service Contract

For each class of Service certain type of Service Contract is defined. In the 802.11E network a set of Service Contracts is provisioned (by the network administrator) for potential use by the connections.

A connection establishment starts from an application specific signal from upper layers. The Convergence Layer translates the signal to the request to establish the connection.  This request contains the desired CoS (i.e. type of Service Contract) and the values of the corresponding parameters (e.g. committed delay). It is addressed to MAC. The connection establishment may optionally include negotiation on Service Contract type and / or parameters to be supported by the connection. The request may be fulfilled or rejected. An established connection of certain type may be on some conditions terminated if the system fails to keep the requested QoS. 

5.1.3. Quality of Service Parameters

This paragraph provides brief motivation for several parameters to be included into the service contracts of different types.

5.1.3.1. Rate Commitment

The protocol provides for ability to request data rate commitment. For each connection desired maximum and committed rates may be requested, separately for each direction. This will be done in the terms of Kbit/sec. If the request was accepted, the Scheduler (see 10) will keep the requested rates within implementation-dependent margins between the committed and the maximum.

5.1.3.2. Delay and Delay Variation

The motivation to require a support for the restricted delay appears from such real time network applications as T1/E1 over Ethernet or over IP, VoIP, Video over IP etc. The most restrictive delay requirement appears to be about 5 ms.

Large delays may affect also performance of transport layer protocols e.g. TCP. 

5.1.3.3. Loss Tolerance

The expected FER on the media may reach 20% . Generally the applications may still survive, however the performance will drop dramatically. To keep the performance high, the protocol should be able to reduce FER to ~0.5% after retransmissions. 

5.2. Classes of Service Definitions

In order to meet the system requirements analyzed in 5.1.3, the definitions of different Classes of Service (CoS) is introduced in the following paragraphs. 

Note that each contract contains two separated sets of parameters: one for DL and another for UL.

5.2.1. Committed Delay CoS (CD CoS)

5.2.1.1. Application

The Class of Service is dedicated to serve the isochronous data streams. The latter include PDH (E1, T1, E3, T3), SDH, compressed or not compressed voice and video over synchronous lines. Possible applicability for ATM AAL1 CBR is left for further study.

5.2.1.2. Committed Delay Class of Service Definition

The Service Contract consists of the following parameters:

Parameter
Description

SDU Size
The size of the SDU, which enters the Convergence Layer. In octets.



SDU Inter-Arrival Time
The inter-arrival time between every two consecutive SDUs. In milliseconds.



Maximum Delay Allowed
The maximum access delay allowed.

SDU Tolerable Loss Rate
The loss rate lower than specified will be considered as satisfactory. The parameter is a basis for the connection acceptance decision. The Loss Rate is defined as the ratio 
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 calculated per implementation dependent time interval. In the case when (e.g. because of higher BER) the system is not able to keep the Maximum Delay commitment, the SDU Loss Rate may increase fairly for all the active Service Connections

SDU Maximum Loss Rate
If the loss rate exceeds the specified the connection should be dropped with the corresponding signal sent to Convergence Layer. 

5.2.2. Real Time Committed Rate CoS (RT-CR CoS)

5.2.2.1. Application

The Class of Service is destined for variable rate services with high delay and delay variation sensitivity like ATM RT-VBR and RTP based IP applications (VoIP).

5.2.2.2. Requirements for the Service

The entity, which requests an RT-CR CoS connection, will offer to the peer entity the Service Contract. The Service Contract consists of the following parameters, separately for DL and UL.

Parameter
Description

Committed Time (CT) 
The time interval during which the connection will be provided with system capacity enough to send at least CB committed amount of data (see definition below). Incoming data triggers the CT interval, which is measured and applied as long as data demand exists. The parameter is specified in milliseconds.

Committed Burst (CB)
Committed Burst Size. The amount of data (in octets) that the network commits to transfer, under normal conditions, during a time interval CT. Each CB amount of data is either transferred during CT time or discarded. In the case, when (e.g. because of higher BER, over-subscription of the RT-CR CoS connections or timing constrains introduced by the CD CoS connections) the system is not able to transfer the CB amount of data during CT time, the degradation of service will be distributed uniformly among the active
 RT-CR CoS connections. 

Minimum Burst Size 
Minimum Burst Size (in octets). If the performance degrades to a point where the burst size delivered during CT interval is lower than the specified the connection should be dropped with the corresponding signal sent to Convergence Layer.   

5.2.3. Non Real Time Committed Rate CoS (NRT-CR CoS)

5.2.3.1. Application

The Class of Service is destined for variable rate services that do not have timing restrictions like ATM NRT-VBR, ATM ABR.

5.2.3.2. Requirements for the Service

The entity, which requests an NRT-CR CoS connection, will offer to the peer entity the Service Contract. The Service Contract contains the following parameters:

Parameter
Description

Committed Time (CT) 
The time interval during which the connection will be provided with system capacity enough to send at least CB committed amount of data and no more than EB excess amount of data (see definitions of CB and EB below). Incoming data triggers the CT interval, which is measured and applied as long as data demand exists. The parameter is specified in milliseconds.

Committed Burst (CB)
Committed Burst Size. The amount of data (in octets) that the network commits to transfer, under normal conditions, during a time interval CT. In the case, when (e.g. because of higher BER, oversubscription of the NRT-CR CoS connections or timing constrains introduced by the CD CoS connections) the system is not able to transfer the CB amount of data during CT time, the degradation of service will be distributed uniformly among the active
 NRT-CR CoS connections.

Excess Burst (EB)
The maximum amount of data (in octets) in excess of CB that the system can attempt to deliver during a time interval CT. This data (EB) is delivered only after the committed part of the contract (CB) is served and there is still enough capacity. Each EB amount of data is either transferred during CT time or discarded.

Minimum Burst Size (separate for DL and UL)
Minimum Burst Size (in octets). If the performance degrades to a point where the burst size delivered during CT interval is lower than the specified the connection should be dropped.   

5.2.4. Uncommitted CoS (U-CoS)

5.2.4.1. Application

The Class of Service is destined for variable rate services that do not have quality of service restrictions like ATM UBR, Internet browsing.

5.2.4.2. Requirements for the Service

The entity, which requests an U-CoS connection, will offer to the peer entity the Service Contract. The Service Contract consists of the following parameters:

Parameter
Description

Service Acquisition Period

(SAP)
The minimum time period in seconds the request for connection establishment will be granted if it doesn’t compromise the Preferences in QoS Support (see 5.2.5)

5.2.5. Recommendation for Preferences in QoS Support

The following are the priorities recommended to serve a set of Service Connections belonging to different Classes of Service. Each next set is serviced using the resources left after all the previous sets were provided with all resources they need.

i) CD CoS Service Contracts

ii) RT-CR CoS Service Contracts

iii) NRT-CR CoS Service Contracts

iv) U-CoS Contracts

6. Protocol Layering

6.1. Convergence (Adaptation) Layer concept

The original traffic streams are divided into connection streams (see 4.2, 6.3). This is done by the Convergence Layer that contains an entity for each supported network type. The activity of Convergence Layer is based on both separation of physical interfaces and classification of the frames coming from the same physical interface (VoIP vs. rest of IP datagrams). 
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Figure 2. Traffic Convergence into Connections

If the original traffic is connection oriented (like ATM) the connection are translated into the Wireless Access Protocol connections. If the traffic is connectionless the connections might be established according to the convergence rules. 

6.2. Convergence of Original Streams into Uniformed Streams

6.2.1. Uniform Stream Format (MSDU)

Protocol data units of all the types are translated into a set of MSDUs that are uniform data blocks with a descriptor attached. In the case of IEEE 802.x traffic the block descriptor may contain Block ID, number of fragments in the block and the length of the last fragment. The blocks are the original LAN frames.

6.2.2. LAN Traffic Convergence

For IEEE 802.x traffic the block descriptor contains only Block ID, number of fragments in the block and the length of the last fragment. The blocks are the original LAN frames.

6.2.3. PDH/SDH Traffic Convergence

There is some Convergence Layer function that provides the Scheduler with timing of arrival of the above SDUs. The Isochronous Services data is not serviced through the regular Tx Queue but rather through dedicated buffer(s).

6.2.4. ATM Traffic Convergence

TBD

6.2.5. VoIP Traffic Convergence

TBD

6.3. Reference Model

The following Reference Model is proposed (see Figure 3).

The Convergence Layer provides interface to the networks of different types.

CCL stands for the Connection Control Layer. It is responsible for establishment, configuration, control and termination of the Service Connections.
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Figure 3. Reference Model

7. STA Association and Connection Establishment

7.1. General

7.1.1. Association and Connection Provisioning

The connection provisioning is performed using NMS. This includes the CoS (i.e. the type of contract – see 5.1.2) and a default set of parameters. 

Association is performed, as usual, by the STAs. This triggers the establishment of the Signaling Connection. After that, several Service Connections may be established dynamically.
7.1.2. Connection Establishment

Trigger for connection establishment is generated by upper protocol layers and handled by the Convergence Layer entity. 

The following are options for Connection Establishment Trigger:

· STA Power-up event. In this case the chain SME => CCME => CCL is activated (see 6.3)

Particularly, it is correct for the Signaling Connection.

· An explicit signal from the peer CEP-aware entity to the Convergence Layer entity

· A signal from Convergence Layer entity that recognizes higher layer connection establishment (e.g. VoIP call)

· NMS Operation

7.1.3. Traffic Convergence

Traffic Convergence is performed by the Convergence Layer entity by translation of the corresponding SDUs into the MSDUs

The consideration of different types of connections follows

7.1.4. Signaling Connection 

The endpoints are SMEs at AP and STA.

· Provisioning

Through NMS.

· Connection Establishment Trigger

STA Power-up

7.1.5. ATM - an Extension of Provisioned PVC, T1(E1)

· Provisioning

The Connection is provisioned by an NMS with translation of PVC/T1 parameters 

· Connection Establishment Trigger

· Option #1: Triggered by STA Power-up event through the SME, CCME 

· Option #2: Triggered by an NMS action through SME, CCME 

· Traffic Convergence

Is performed by the Convergence Layer entity using translation of the corresponding SDUs into the MSDUs
7.1.6. MAC Connections that Encapsulate Higher Layer Connections

An example: MAC connection that encapsulates VoIP connection.

· Provisioning

The Connection is provisioned at STA by the NMS with definition of CoS parameters

· Connection Establishment Trigger

(Possible implementation) The Convergence Layer entity that recognizes VoIP call establishment with optional negotiation on the corresponding QoS parameters.

· Traffic Convergence

Is performed by the Convergence Layer entity using translation of the corresponding SDUs into the MPDUs

7.1.7. CEP-aware application

· Provisioning

The Connection is provisioned at STA by the NMS with translation of VoIP parameters (e.g. codec type) into QoS parameters

· Connection Establishment Trigger

The Connection Establishment is triggered by the explicit signal from the peer CEP-entity of another host. This trigger & parameters are handled by the Convergence Layer entity.

· Traffic Convergence

Is performed by the Convergence Layer entity using translation of the corresponding SDUs into the MPDUs

7.2. Scanning

If a station initiates active scanning, there is a danger that it will collide with scheduled frames and interfere with a scheduled cell. Thus the station must first initiate passive scanning, and only if the passive scanning fails, that is, a BSS is not found before a given timeout, active scanning may begin. 

7.3. Authentication

The Authentication process may start during the DCF and continue during the scheduled period, or proceed until completion in the DCF period.

7.3.1. Contention-Free

A Station sends the first authentication frame during the DCF period. The AP replies during the scheduled period, and schedules the rest of the transaction if required.

7.3.2. Contention

The Station and the AP send the subsequent authentication frames during the DCF period.

8. Data Framing Concept

8.1. Super-Frame 

The structure of the Super Frame is described by new elements in the Beacon frame. The AP decides on the contents of the Super Frame structure. These new elements include information regarding physical parameters, timing and structure of the frame.

The Super Frame (SF) consists of Scheduled Downlink Period, Scheduled Uplink Period, Slotted Aloha Uplink Period (random access for reservation purposes only) and traditional 802.11 PCF Polling Period and DCF Period. All periods are optional and don’t have to appear altogether in the same Super-Frame. Each SF structure and duration is announced in the Beacon, which is transmitted prior to each SF. An example of such a SF is shown in the Figure 4.


[image: image5.wmf]Beacon

Scheduled Downlink

Period

Super Frame

Scheduled Uplink

Period

Slotted ALOHA

Uplink Period

PCF Polling

Period

DCF Period

Time

Frequency


Figure 4. TDD Super-Frame Structure, Option 1

Another option is to place the Super Frame inside the PCF period, as during this period the AP centralizes all media access. This concept is fully compatible with the standard PCF polling mode.

Figure 5 below shows the place of the Super Frame during the PCF period.
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Figure 5. TDD Super-Frame Structure, Option 2

Traditionally, 802.11 deal only with TDD mode of operations. However it is possible to schedule Uplink and Downlink periods for the same time if different frequencies for Uplink and Downlink are used. See the Figure 6
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Figure 6. FDD Super-Frame Structure

In the case of FDD the PCF Polling and DCF Periods might (and should) be omitted, since they essentially fit only TDD mode of operations.

8.2. Building Elements of Superframe

The following building elements of Superframe are introduced in this chapter:

· WPDU

· MPDU

· MSU

· MDB

· SDU

· SDU-F

· SDUI

The WPDU is defined as a frame of type Data and a new subtype WPDU.

8.2.1. WPDUs  

The Super Frame consists of Wireless Protocol Data Units (WPDUs) as it is shown in the Figure 7
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Figure 7. WPDUs

WPDU is a unit of wireless transmission. Each WPDU is transmitted after a full or (optionally) short size preamble, which might be followed by PLCP Header. There can be idle carrier gaps between the WPDUs.

8.2.2. MPDUs

The WPDU consists of one or more MAC Protocol Data Units (MPDUs). This is a unit of transmission with the same PHY settings (i.e. constellation, FEC coding, etc.). The MPDUs are separated by Mid-ambles. See also Figure 8.

8.2.3. MSUs

The MPDU consists of one or more MAC Station Units (MSUs). The MSU is a unit of transmission to/from the same STA.. See also Figure 8.

8.2.4. MDBs

The MSU consists of MAC Data Blocks (MDBs). The MDB is a unit of encryption and CRC encoding. Each MDB contains CRC field. All MDBs in an MSU are of the same standard size except for the first one, which may be of non-standard size. This is explained is section ???, data integrity. See also Figure 8.
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Figure 8. MPDU, MSUs and MDBs.

8.2.5. SDUs and SDU-Fs.

The SDU (Service Data Unit) is the original data frame received by the Convergence Layer. The SDU-F (SDU Fragment) denotes the part (fragment) of the SDU. The SDU might be divided into SDU-Fs if there is no enough room to transmit the whole SDU in the same MSU. The SDU is a unit of best effort delivery. 

8.2.6. SDUIs

The SDUI (Service Data Unit Image) serves as encapsulation envelope of SDU-F. Each SDU-F is encapsulated into a separated SDUI. The partitioning of MSU into SDUIs is not generally synchronized with the partitioning of the MSU into MDBs as shown in Figure 9
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Figure 9. Partitioning of MSU
8.3. Detailed Frame Formats

8.3.1. WPDU Frame

WPDU is a sort of 802.11 Data frame. So its Type is defined as Data type, while the subtype will be defined as a new subtype (WPDU subtype). Each WPDU starts with the WPDU Header 

The Body of a Data frame of Subtype WPDU contains constant information as described in Table 1 below, as well as the data itself.
Table 1.  WPDU Frame Body Layout

WPDU Frame Body

Order
Information
Note

1
WPDU Type


2
Timestamp


3
SSID


The WPDU types are described in Table 2:

Table 2. WPDU Types

WPDU Types

Value
Description

0000
Reserved

0001
Down Link (DL) Data

0010
Up Link (UL) Data

0011
Reserved

0100
Reserved

0101
Registration Request

0110
Reservation Request

0111
Reserved

1000
Super Frame Header (SFH)

1001
SFH + DL

1010
Reserved

1011
Reserved

1100
Reserved

1101
Reserved

1110
Reserved

1111
Reserved
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Figure 10. MPDUs, MSUs and MDBs

Table 3. WPDU Layout

WPDU Layout

Unit
Description

MPDU
MAC PDU. See 8.2.2 for definition. The MPDU does not have specific header (except from the first one in the WPDU which includes the WPDU Header).

MSU
MAC Station Unit. See 8.2.3 for definition. The MSU does not have specific header.

MDB
MAC Data Block. See 8.2.4 for definition. The structure of the MDB is specified in the Table 4

Table 4. MDB Layout

MDB Layout

Field
Size
Description

Offset to First SDU-I
1-2 octets
The MDB format (transmitted in the MAP elements in the Beacon) specifies the presence of the field. If the field is present the MDB length specifies the lengths of the field – 1 octet for MDBs up to 256 octets and 2 octets for longer MDBs. .

ICV
2 octets
Encryption Checksum. It is present only if encryption is applied (It is determined by the MDB format in the MSU MAP).

CRC
4 octets
Cyclic Redundancy Check. 

8.3.2. Service Data Unit – Image (SDU-I)

As it is shown in the Figure 11, the MSUs consist of MDBs. On the other hand the MSUs consist of SDU-Is. These two divisions are independent; the SDU-Is might be larger or smaller than MDBs and may cross the MDB boundaries (see also 8.2.6). Each MDB, however, may contain offset to the first SDU-I within its body (see the ???).
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Figure 11. MSU Division into SDU-Is

The SDU-I is a unit of data delivery. It consists of two fields: SDU-I Header and SDU-I Data. The layout of the SDU-I Header is shown in the Table 5.

Table 5. SDU-I Header

SDU-I Header

Field
Size
Description

Channel ID
1 octet
The “SU part” of the Connection ID
 (the rest of the Connection ID – SU ID is denoted by the MSU itself and signaled in the SFH. 

SDU SN
2 octets
The Sequence Number, which is assigned to each SDU by the Connection Control Layer Entity upon the SDU’s entry from the Convergence Layer. 

SDU-F Offset
12 bits
The offset in octets from the start of the SDU to the start of the SDU fragment in the CDU.

SDU-F Length
12 bits
The length of the SDU fragment.

SDU-F Position
2 bits
Denotes the position of the fragment in the SDU.

00 – First, 01 – Middle, 11 - Reserved, 10 – Last.

SDU Time to Live
14 bits
Time in milliseconds the SDU may be still delayed within the system. It is set upon transmission to the wireless medium.

8.3.3. Signaling SDU-I

Signaling SDU-I Format

The Signaling SDU-I is a data unit of Signaling Connection. The Signaling SDU-I consists of Signaling Information Elements and has a special format, which is shown in Figure 1.
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Figure 1 Signaling SDU-I 

The Body of a signaling SDU-I may contain any information element. New information elements are defined below, and an element ID needs to be assigned to each one.

More than one information element of each type may appear in the signaling SDU-I. The order of the elements is not defined.

Table 6. Information Elements

Information Elements

Connection Establishment Request

Connection Establishment Response

Connection Release Notification

Connection Release Acknowledge

Connection Modification Request

Connection Modification Response

Feedback

Reservation Request

Reservation Response

Authentication Challenge

Authentication Response

Status information

Signaling request

Transmit Power Control

8.3.3.1. Connection Establishment Request

The connection Establishment Request information element has the format as shown in Figure 12.
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Figure 12. Connection Establishment Request Element

Table 7. Connection Establishment Request Element (CoS Uncommitted)

Field
Size
Description

CoS Type
1 octet
0 – Uncommitted

Table 8. Connection Establishment Request Element (NRT-CR)

Field
Size
Description

CoS Type
1 octet
1 – NRT-CR

CoS Parameters:

CT-UL

CT-DL

CB-UL

CB-DL

MB-UL

MB-DL

EB-UL

EB-DL

ITO

SRP
10 octets

1

1

1

1

1

1

1

1

1

1


Table 9. Connection Establishment Request Element (RT-CR)

Field
Size
Description

CoS Type
1 octet
2 – RT-CR

CoS Parameters:

CT-UL

CT-DL

CB-UL

CB-DL

MB-UL

MB-DL
6 octets

1

1

1

1

1

1


Table 10. Connection Establishment Request Element (CD)

Field
Size
Description

CoS Type
1 octet
3 – CD

CoS Parameters:

SDU Size

SDU IAT
2 octets

1

1


8.3.3.2. Connection Establishment Response

The Connection Establishment Response information element has the format as shown in Figure 13. Connection Establishment Response Element.
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Figure 13. Connection Establishment Response Element

Table 11. Status code

Value
Description

0
Successful

1
No capacity

2
CoS Params change proposed

8.3.3.3. Connection Release Notification

The Connection Release Notification information element has the format as shown in Figure 14. 
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Figure 14. Connection Release Notification Element

The Reason code might be “dropped by AP” because of lack of capacity to support committed QoS.

8.3.3.4. Connection Release Response

The Connection Release Response information element has the format as shown in Figure 15. Connection Release Response Element.
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Figure 15. Connection Release Response Element

Table 12. Status code

Value
Description

0
Successful

1
Connection does not exist

8.3.3.5. Connection Modification Request

The Connection Modification Request information element has the format as shown in Figure 16. Connection Modification Request Element.
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Figure 16. Connection Modification Request Element

8.3.3.6. Connection Modification Response

The Connection Modification Response information element has the format as shown in Figure 17. Connection Establishment Response Element.
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Figure 17. Connection Establishment Response Element

Table 13. Status code

Value
Description

0
Successful

1
No capacity

2
Connection does not exist

8.3.3.7. Feedback

TBD

8.3.3.8. Reservation Request

Reservation Request information element is used by stations to request allocation time from the AP. 
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Figure 18. Reservation Request Element

Table 14. Reservation Request Element

Field
Size
Description

SU-ID
2 octets
The Identifier of the SU.

Channel ID
1 octet
The “SU part” of the Connection ID.

Allocation
1 octet
Allocation in granularity units

8.3.3.9. Registration Response
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Figure 19. Registration Response Element

Table 15. Registration Response Element

Field
Size
Description

Status
1 octet
Success or Failure

SU-ID
2 octets
SU Identification 

8.3.3.10. Authentication Challenge
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Figure 20. Authentication Challenge Element

Table 16. Authentication Challenge Element

Field
Size
Description

Status
1 octet
Success or Failure

TCV (optional)
4 octets


Challenge Text (optional)
128 octets


8.3.3.11. Authentication Response
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Figure 21. Authentication Response Element

Table 17. Authentication Response Element

Field
Size
Description

Status
1 octet
Success or Failure

TSF (optional)
4 octets


Challenge Text (optional)
128 octets


8.3.3.12. AP Status Information Element
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Figure 22. AP status information Element

Table 18. AU status information Element

Field
Size
Description

Num of Reg. SU’s
10 bits
Number of SU’s already registered and which are idle

8.3.3.13. STA status information Element

TBD.

8.3.3.14. Signaling Request
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Figure 23. Signaling Request Element

Table 19. Signaling Request Element
Field
Size
Description

Element Number
1 octet
Number of the signaling element requested

8.3.3.15. Beacon Capabilities Info

The capabilities information element should also state if the system is working under TDD or FDD. This bit can be added to the existing Capabilities information Element.

8.3.4. Asynchronous Reservation Request 

The Asynchronous RRQ is a new Management frame. The Body contains the information shown in Table 20.

Table 20. Asynchronous Reservation Request

Order
Information
Note

1
Allocation Request


8.3.5. Synchronization Request

The Synchronization Request is a new Management frame. The Body contains the information shown in Table 20. Asynchronous Reservation Request. 

Table 21. Synchronization Request

Order
Information
Note

1
Timestamp


8.3.6.  Synchronization Response

The Synchronization Request is a new Management frame. The Body contains the information shown in Table 22. .

Table 22. Synchronization Response

Order
Information
Note

1
TCV


8.3.7. Beacon Frame Format 

The Frame body of a Management Frame of subtype Beacon should contain the following new information elements. 

Table 23. Beacon Information Elements

Order
Information
Note

11
Scheduled DL MAP


12
Scheduled UL MAP


13
Scheduled Contention Period  MAP


14
Scheduled Registration Allocation MAP


8.3.7.1. DL MPDU MAP

The DL MPDU MAP may be transmitted in Beacon. Each DL MPDU MAP describes one Down Link MPDU.
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Figure 24. DL MPDU MAP Signaling Information Element

The following table details the element structure.

Table 24. DL MPDU MAP

Field
Size
Description

PHY Descriptor
4 octets
MPDU PHY settings description. It is detailed in the Table 25

DL MSU MAP
4 octets
There may be one or more DL MSU MAPs (up to 62). The DL MSU MAP is detailed in the Table 26.

Table 25. PHY Descriptor

Field
Size
Description

Starting Time
12 bits
Time offset from the moment of Beacon transmission.

Duration
12 bits
Duration of MPDU.

Rate
4 bits
The PHY Rate of the MPDU

Reserved
2 bits
For future use

Preamble Type
2 bits
– Full Preamble with PLCP Header

– Full Preamble without PLCP Header 

– Mid-amble

– Reserved

Table 26. DL MSU MAP

Field
Size
Description

STA ID
10 bits
The Identifier of the STA.

MDB Format
2 bits
  The field determines the type of the MDBs in the MSU as follows: 
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If Offset to first CDU is present the MDB length determines the length of the corresponding field in the MDB – 1 octet if the MDB length is less than 256 bytes and 2 octets otherwise. 

Reserved
5 bits
For future use

MDB Length Code
3 bits
The field denotes the basic MDB length in the logarithmic format such that 0 means 25 = 32 octets, 7 means 212 = 4096 octets, etc.

MSU Length
12 bits
The length (in octets) of the MSU.

8.3.7.2. UL MPDU MAP

The UL MPDU MAP may be transmitted in Beacon. Each UL MPDU MAP describes one Up Link MPDU.
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Figure 25. UL MPDU MAP Signaling Information Element

Table 27. Allocation Descriptor

Field
Size
Description

Channel ID
1 octet
The “STA part” of the Connection ID
 (the rest of the Connection ID – STA ID is denoted by the MSU itself and signaled in the Beacon.

Allocation
1 octet
Allocation in Granularity Units.

8.3.7.3. Scheduled DL MPDU MAP Information Elements

The DL MPDU MAP may be transmitted in Management Frames of subtype Beacon. Each DL MPDU MAP describes one Down Link MPDU.
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Figure 26. 
DL MPDU MAP Signaling Information Element

The following table details the element structure.

Table 28. DL MPDU MAP

Field
Size
Description

PHY Descriptor
4 octets
MPDU PHY settings description. It is detailed in Table 29

DL MSU MAP
4 octets
There may be one or more DL MSU MAPs (up to 62). The DL MSU MAP is detailed in Table 30.

Table 29. PHY Descriptor

Field
Size
Description

Starting Time
12 bits
Time offset (in Atomic Time Slots) from the moment of SFH transmission.

Duration
12 bits
Duration of MPDU in Atomic Time Slots.

Rate
4 bits
The PHY Rate of the MPDU

Reserved
2 bits
For future use

Preamble Type
2 bits
– Full Preamble with PLCP Header

– Full Preamble without PLCP Header 

– Mid-amble

– Reserved

Table 30. DL MSU MAP

Field
Size
Description

SU ID
10 bits
The Identifier of the SU.

MDB Format
2 bits
  The field determines the type of the MDBs in the MSU as follows: 
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If Offset to first SDU-I is present the MDB length determines the length of the corresponding field in the MDB – 1 octet if the MDB length is less than 256 bytes and 2 octets otherwise. 

Reserved
5 bits
For future use

MDB Length Code
3 bits
The field denotes the basic MDB length in the logarithmic format such that 0 means 25 = 32 octets, 7 means 212 = 4096 octets, etc.

MSU Length
12 bits
The length (in octets) of the MSU.

8.3.7.4. UL Contention Period Descriptor

TBD

8.3.7.5. Registration Allocation MPDU MAP

The Registration Allocation MPDU MAP is used to describe Up Link and Down Link allocations for the SUs that haven’t completed yet their registration and thus don’t have SU ID. The UL Registration MPDU MAP may be transmitted in Management Frames of subtype Beacon. Each Registration Allocation MPDU MAP describes one MPDU, which contains one MSU and one MDB. The MDB is without encryption and without Offset to First CDU. The SU is referenced by its MAC Address (see Figure 27).
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Figure 27. Registration Allocation MPDU MAP

9. Data Integrity

The following principles are used to support data integrity.

· The network data (MSDUs) data might be fragmented into SDU-F units. An SDU-F is identified by <MSDU ID, Fragment #>  pair.

· The fragments (particularly, complete MSDUs) will be arranged into the MSUs. Each MSU is transmitted as a part of MPDUs. 

· At the receiver side, the SDU-Fs are extracted and reassembled into the original MSDUs. An acknowledgement is generated and sent to the transmitter. The transmitter operates according to the Transmit Window algorithm. The acknowledgments contain identification of “the last correctly received” fragment. 

Implementation based on the Feedback information elements, is TBD.

10. Super Frame Scheduling

The Scheduler is an entity, which resides in the AP only and is responsible for allocating time for each SF Period. Within the Uplink Scheduled Period, Downlink Scheduled Period and PCF Polling Period the Scheduler is responsible for allocating transmissions times or organizing the polling order and frequency. The scheduler does it taking into account the Service Contracts requested by each station.

The Scheduler can directly observe the Downlink demand and allocate the Downlink transmission time in accordance with the Service Contracts for each connection. The stations may send Reservation Requests (either piggy-backed on data or as separate Reservation Request frames during the Slotted Aloha Uplink Period). These reservation requests keep the Scheduler in the AP updated about the Uplink demand and allow intelligently allocate the Uplink transmission time.

In order to preserve Service Contracts the Scheduler may periodically allocate Uplink transmission time to allow the Stations to make reservations. The Scheduler is also responsible for allocating capacity for the Slotted Aloha Uplink Period. The exact algorithms of such allocations are out of the scope of the standard but it might be mentioned that if the Scheduler has a way to estimate the number of competing Stations it can intelligently decide what Uplink capacity should be allocated for reservation purposes in each Super Frame.

The Scheduler also allocates time for PCF Polling and DCF periods. The PCF Polling mechanism also might be used for preserving the Service Contracts but only in cases when there are no sever restrictions on packet delay, because the PCF polling mechanism doesn’t allow the Scheduler to limit the Uplink transmission durations. The DCF Period might be used for the Stations that do not request any Service Contracts. As well as the PCF and DCF Periods should be used for the Stations that do not understand the 802.11E enhancements.

� I.e. those that have pending data demand.


� I.e. those that have pending data demand.


� The Connection ID consists of two numbers: SU ID and Channel ID


� The Connection ID consists of two numbers: STA ID and Channel ID
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