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Minutes of Tge Simulation Ad Hoc Group

Session on June 27, 2000

Call to order 10:00 PST

Chair: Matthew Sherman

Secretary: Greg Chesson

Roll Call taken.  Previous minutes approved.

Agenda

Agenda set to concentrate on channel model proposals followed by discussion of implementation considerations (time permitting).  Additional proposed discussion of sharing traffic load generators in different simulation environments deferred to end of scheduled agenda (time permitting).

Discussion of OpNet Pipeline

Gerard Cervello (Phillips) provided a PowerPoint tutorial on the working of the OpNet pipeline.  There was some discussion of this overview prior to round-table comments on topics of interest for the channel model.

Channel Model

Matt Sherman (AT&T): no critical comments on the model.  Matt suggests that there should be little runtime overhead associated with adding SNR to the model.  For some phenomena (e.g. fading) the addition of a CIR (carrier interference ratio) will be needed.  It is expected that run times will be dominated by the total number of MACs and higher-layer elements that are executed  per event.  The current estimate (based only on a Pentium/NT runtime environment) is that 20 active stations may be the limit for discrete event simulation within OpNet.  Matt favors adding the stochastic channel model to OpNet’s existing radio pipeline.

Q: does realistic simulation of co-channel interference require a large number of stations?

A: yes, especially for environments such as airport terminals.

Suggestion (Raju): if work begins with adding SNR to the proposed Markov channel model, would that accelerate group progress?

A: no problem as long as the event-driven capabilities of the base system are not deleted from the model.

Evan (Intel): the probabilistic model is indeed useful for some kinds of simulations, so interested parties should continue to work on it.

Question to group: are people ok with adding a stochastic model to the system?

Consensus: yes.

Question: how to combine codes and models? How do the models glue together?

Request: maximize code sharing within the group, and accommodate different scenarios by importing parameters and environment scenarios with file inputs.  There was general agreement on this as a concept, but no obvious way to make it happen.  There was hope expressed that with only a small number of actual coders, the true scope of the problem would be revealed at the next face-to-face encounter and thus the best way to proceed would also be revealed.

Raju (Sharewave):  expressed the need for a hybrid channel model that makes use of discrete events, as already present in OpNet, plus the addition of “incoherent interference” such as background noise.  Raju introduced the notion that the channel model could/should provide bit error statistics and that this could be done within OpNet.  Why is this needed?  Ans: to experiment with such things as Reed-Solomon codes for error correction.  This caused considerable discussion that was biased against modeling PHY processes in a MAC-level software model.  There was enough discussion that  the question was posed with an informal vote: “should the channel model produce symbol or bit errors to feed into the MAC?”  Ans: no, this is not needed although interested parties are certainly free to work in this area.

Question: is there a way to model interference from other systems, e.g. Hiperlan, in the OpNet environment?  Ans: yes.   Such things would be represented as parameters to the Markov components of the channel model.

Daji (Philips): proposed a revision to their earlier channel model.  It is event-based, assumes that stations all transmit at the same power level.  There is no mobility or evaluation of FEC schemes.  It incorporates Wim’s suggestions and includes two principal components – SNR (snr and background noise) and CIR (co-channel interference) into a discrete (deterministic) event simulation.  Stations in this model are pairwise related by distance; i.e. pairs of stations are within either Region 1, 2, or 3 of each other.  In Region 1 a pair of stations can nearly always receive from each other.  In Region 2, they decode each other as interference.  In Region 3, there is no effect.  For correct reception of a frame the receiver must be within Region 1 of the transmitter and there should be no interferers within the same region.  Alternatively, a more accurate differential measure of distance can be used that compares the relative distance between to Region 1 stations.  If the ratio of  distances is greater than a threshold, then the relative received power ratios should also exceed a specified threshold.  In this case  closer  station would be taken as the “winner” (but only if the distance/power threshold is exceeded), otherwise the model declares interference and the frame is not correctly received.

In discussing this model it was agreed that replacing the “stairstep” distance function by a continuous function was possible, but not a necessity.  The Markov model could be used to capture fading effects.  It was pointed out that fading is needed not only for mobility, but also for modelling the effect of reflections and movement on stationary terminals.  Answers to this included the opinion that such fading was not a dominant effect, that it is a component of the Markov model, and adding it to the discrete simulation is “easy” (a small matter of software).

The OpNet pipeline delivers a distance-to-transmitter value (that’s not the actual name) with each frame at a receiver.  For this reason it is easy to compute the region value for the 3-level discrete distance model.  It was pointed out that numerous properties of the channel could be precomputed as a function of distance and stored in a table for reduced runtime overhead.

Evan (Intel): referenced Wim’s 1992 document on the original 802 MAC evaluation that used approximation of path loss to represent log-normal fading.  One of two distributions were chosen depending on the antenna type.  It was agreed that  simulation of log-normal fading effects should not be difficult.  It was also observed that the simulation must eventually consider the effect of running at 5G with different payload rates: the headers and some messages are always BPSK while data frames may be at a faster rate.   It was noted that Tge decided on 11 Mb/s and 54 MB/s as the standard rates for evaluation and the group  might as well stay with that for now.  It was observed that the effect on interference of different data rates could be modelled by choosing different values for the radius of regions in the Philips model as a function of data rate.

The “capture effect” in OpNet refers to an incorrect behavior by which the first correctly received bit at a receiver is considered to “win” the channel.  This is not a realistic model.  It was claimed that this effect can easily be fixed.

It was suggested that  the two main proposals (discrete and stochastic) be combined.  There was no disagreement.

Action items: 

· Phillips and Intel modelers to combine proposals, make a fused model, and develop a plan for code integration with expected timelines.

· Evan Green to invite 802.15 members who are working on coexistence simulations in OpNet to attend future simulation group conference calls and to forward Tge documents that are relevant.  The issues at hand are similar for both groups and there is hope that the independent efforts can be complementary.

· Evan Green has the action item for arranging the next meeting (see below).

Progress Reports

Matt (AT&T): PCF modelling is at a “beta” level of development.  He will release after testing with an implementation of the MediaPlex protocol.  This may be ready in July.

Philips: coding PLCP and 11a PHY.  Expected to be ready in July.

Implementation Discussion

Tabled until next meeting.  Discussion started, but was terminated with prejudice by the conference call center.

Planning

There was consensus to hold another telephone conference prior to the plenary meeting.  The conference call is set for Friday July 7 for 2 hours starting at 10:00 am PST.   Evan Green (chair) has the action item for arrangements and distributing the call information.

There was consensus to reserve a half day group meeting in San Diego.
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